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ABSTRACT With the development of medical multimedia analysis methods based on DBN, DBN models
have gained the ability to surpass medical experts in the evaluation of multimedia in some clinical
examinations. Firstly, based on the existing architecture of the Internet of Things, combined with the actual
characteristics of the hospital, the medical multimedia data is accessed from the IoT support platform.
Secondly, the medical multimedia data modeling and classification method based on DBN is studied and
analyzed. Three network structure models, a deep belief network, a stacking automatic encoder and a
convolutional neural network, were introduced and analyzed. The medical multimedia data classification
modeling method based on DBN was proposed to further improve the accuracy of medical multimedia data
classification. The experimental results show that compared with the traditional feature extraction based
neural network classification method, the classification performance is better. Thirdly, the medical state
assessment model is constructed based on the multivariate Gaussian distribution theory. To study how to use
the multivariate Gaussian distribution theory to design an evaluation model that can evaluate the health status
of users efficiently and accurately. Finally, using the MATLAB software platform, through the experiment
and simulation of 40 groups of 8×8064-dimensional physiological big data of 32 volunteers, First, determine
the optimal parameters of a set of health assessment models; then use the model to learn the characteristics
of physiological parameters; finally, the state assessment model to obtain the health assessment results. The
experimental results show that the feature learning model based on convolutional neural network theory can
effectively extract the deep features of medical multimedia big data. The health state assessment model based
on multivariate Gaussian distribution theory can effectively evaluate the health status of human body.

INDEX TERMS DBN, medical multimedia, neural network, feature extraction, multivariate Gaussian
distribution.

I. INTRODUCTION
Medical multimedia big data applications are very broad and
cover almost every life process of each of us. With the contin-
uous breakthrough of big data theory, the technology related
to large numbers is becoming more mature, and the industries
related to large numbers are constantly being formed and
improved. Big data will penetrate all aspects of all walks of
life, reshape people’s lifestyle and seek medical treatment.
Big data has gradually penetrated into all aspects of public
life and social development and has become an extremely
important production factor. The application of big data in
the field of medical health big data is also in full swing, which
is bound to have a huge impact on it. There are many types
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of medical health big data, and the source is complicated.
Because it is closely related to people’s life processes, data
from the medical industry is more important than data from
other fields.

One of the most successful cases in the field of medical
health is the special project of heart disease research [1]–[3].
Project researchers have long tracked the heart data of a fixed
group and then analyzed the data using big data technology.
Excavate the causes of heart disease, and finally develop rel-
evant countermeasures based on specific reasons. Using big
data technology modeling analysis is to explore key risk char-
acteristics that lead to disease, including body index and per-
sonal habits: blood lipids, blood pressure, diabetes, weight,
smoking, eating habits and exercise. Literature [4]–[6] clin-
ical data using machine learning to conduct mining analy-
sis, the data includes physiological parameters and clinical
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diagnosis and treatment records and other data, and then use
the multivariate Gaussian model to model these data, and
finally the patient’s condition is serious Degree of scientific
risk assessment. The accuracy of the experimental results has
been greatly improved compared with the traditional method,
and the prediction error results from 0.91 to 0.69. By estab-
lishing a data-driven analysis model for medical multimedia
data [7]–[10], it can not only avoid the misdiagnosis or delay
of treatment caused by accidental mistakes of doctors and
nurses, but also can treat and recovermedical institutions. The
care plan provides scientific data support, more accurate and
efficient diagnosis of some fast-developing conditions, and
rapid scientific decision-making. In the big data technology
based on artificial intelligence and machine learning, mas-
sive data sources are necessary to utilize big data analysis.
Only with sufficient data to support the data analysis method
can we provide users with a good personalized solution to
improve their living habits and lifestyle [11]–[13]. In order
to obtain good research results, many research institutes
pay great attention to the quality of data in the process of
researching genes [14]–[16]. In theoretical research, DBN
in time series data analysis and prediction, speech analysis,
image recognition many important achievements have been
made in other fields. In the literature [17]–[19], many basic
concepts related to DBN, the network architecture model
and pre-training methods commonly used in DBN are briefly
introduced, and the data types suitable for different network
models are respectively explained. References [20]–[22] the
research focuses on the number of hidden nodes in the model.
The experimental results show that a large number of hidden
nodes and dense feature extraction units in a single-layer
network are essential for implementing high-performance
algorithms, and their effects are even comparable to the depth
of the algorithm model. DBN In the study of human emo-
tion analysis, four deep belief network (DBN) models are
described in the literature [23]–[25], and the robust multi-
modal features for sentiment classification are studied in an
unsupervised manner. The DBN model performs better than
the existing sentiment classification method. The paper also
proposes a convolution deep confidence network (CDBN)
model to learn the key multimodal features of expressing
emotions. Using the DBN model to learn features [26]–[29],
the feature input recursive neural network for sentiment clas-
sification, the classification performance and classification
effect reached the level of manual classification, and the
efficiency is much higher than the manual classification.

The combination of medical health big data and DBN
to create a new model of medical health management has
become a new focus in academia. Based on the existing archi-
tecture of the Internet of Things, combined with the actual
characteristics of the hospital, the medical multimedia data is
accessed from the IoT support platform. Secondly, the med-
ical multimedia data modeling and classification method
based on DBN is studied and analyzed. The structural model-
depth belief network, stack automatic encoder and convo-
lutional neural network are analyzed and introduced, and

the medical multimedia data classification modeling method
based on DBN is proposed to further improve the accuracy
of medical multimedia data classification. The experimental
results prove compared with the traditional neural network
classification method based on feature extraction, the clas-
sification performance is better. Thirdly, the medical state
assessment model is constructed based on the multivariate
Gaussian distribution theory. Study how to use the multi-
variate Gaussian distribution theory to design an evaluation
model that can efficiently and accurately assess the health
status of users.

The rest of our paper was organized as follows. Analysis
of the Collection and DBN of Medical Multimedia Data was
introduced in Section II. Section III described Research on
medical multimedia big data classification model based on
DBN. Experimental results and analysis were discussed in
detail in Section IV. Finally, Section V concluded the whole
paper.

II. DBN ANALYSIS OF MEDICAL MULTIMEDIA DATA
A. IoT TECHNOLOGY IN THE MEDICAL FIELD
Remote monitoring and home care monitor the physiological
parameters of the monitored subjects and perform emer-
gency rescue in the event of an accident. They belong to
the telemedicine field and inevitably use WSN technology.
Many literatures have introduced concepts such as body area
network, sensor Internet of Things or wireless body area
sensing Internet of Things. It is actually a wireless net-
work formed by human physiological information, collecting
sensors or biosensors implanted in the human body. One
dollar of networking needs to be perceived and componen-
tized. According to the existing projects and examples, the
remote monitoring and medical data collection framework
based on the Internet of Things technology is summarized—
the three-level hierarchical structure, which is the sensing
layer, the transport layer and the application layer, as shown
in Figure 1.

1) PERCEPTUAL LAYER
The physiological signal or the environment information of
the monitoring object is obtained mainly through the sensor
node. According to the position of the sensor node in the
human body, it can be divided into an implanted sensor
implanted in the body, a wearable sensor worn on the body,
and an ambient sensor that can recognize human behavior
around the body class [30]. The sensor node not onlymonitors
continuous physiological signals (such as EEG, ECG, EMG)
and discrete physiological signals (such as body temperature,
blood pressure), but also monitors the movements and activ-
ities of the human body.

2) TRANSPORT LAYER
The transport layer can be connected to the short-distance
network Bluetooth. Zigbee, Wi-Fi, or remote network GSM,
GPRS. 3G. The primary function is to store, receive, and
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FIGURE 1. General architecture of medical multimedia data collection based on internet of things technology.

analyze data collected from the sensing layer and commu-
nicate with external networks.

3) APPLICATION LAYER
Mainly refers to the remote server that provides various appli-
cation services (such as the storage of physiological parame-
ters or medical data of the monitoring object, the analysis and
prediction of the patient’s condition (or health condition) by
the expert, and the remote access of the medical data of the
monitoring object by the medical staff). And its external net-
work, including: medical database server, medical transaction
management server, various dedicated telemedicine analysis
devices, various mobile communication terminals (such as
mobile phones and PDAs), as well as doctors and experts.

B. DBN ALGORITHM
DBN is to learn the final data feature representation by grad-
ually learning the characteristics of the network through the
hidden layer. The learning ideas are summarized as follows:

(1) Due to the complexity of its network, deep network has
a multi-hidden layer network structure and has a strong fea-
ture learning ability, which can better represent the features
obtained by the learned data objects.

(2) Deep networks can be very complicated in training
network parameters due to the complexity of their networks.
This can use the unsupervised idea to learn the parameters of
the network by using ‘‘layer-by-layer initialization’’ training.

In the DBN network, suppose there is a model S, which has
n layers (S1,... Sn). The input of the network is I, the output
is O, and the calculation process is visually represented as:
I=>S1=>S2=>..1>Sn -> O, if the network predicts. It is
equal to the last original data I, that is, the input data I has no
data information loss after undergoing a series of transforma-
tions in the model. The representation of any layer of Si in the
network is another valid representation of the original data.

In the automatic deep hierarchical feature learning of DBN,
it is assumed that there is a set of input training set I, and the
parameters of the network model are adjusted by learning to
make the output of the network as close as possible to the
input I. In this way, a series of features of the original data
can be learned, namely S1,..., Sn. For DBN, the core idea is to
stack multiple nonlinear computing layers and use the output
of the previous layer as the input to the next layer. Through
such a layer-by-layer learning process, a deep representation
of the final raw data is obtained.

In addition, the algorithm assumes that the output of the
model is equal to its input. In fact, in order to improve
the universality of the network and the training speed of the
network, it is only necessary tomake the reconstructed data of
the network close to the real input. In DBN, the basic models
are mainly: Auto en-coder and its various encoding networks,
first Restricted BoltzmannMachine (RBM, Deep Confidence
Network and Convolutional Neural Network, etc.) The core
ideas and algorithm flow of each network will be specifically
described below.

1) AUTOMATIC CODING
Automatic coding is the simplest network model in DBN.
It is a deep network designed by the hierarchical structure of
artificial neural networks. In the network, the cost function
is constructed with the error of the input data of the network
and the actual output data, so as to minimize the objective
function training network weight parameter and make the
network model reach the optimal state. Based on this idea,
through continuous iteration, the deep feature representation
of the original data, that is, the characteristics of the original
data, is obtained.

Suppose there is now an unmarked training sample set{
x(1) , x(2)....}, x(i) ∈ Rn. The input signal x ∈ [1, 0]d first
passes through the autoencoder to a representation of the
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FIGURE 2. Automatic coding structure diagram.

hidden layer. y ∈ [1, 0]d
′

can be determined by the following
encoding expression:

y = s(Wx + b) (1)

where S is a nonlinear differentiable function sigmoid,
the hidden layer indicates that Y reconstructs a signal z of the
same size and size as x by decoding. The same goes through
a mapping decoding expression similar to encoding:

z = s(W ′y+ b′) (2)

The process by which an automatic encoder converts an
input space into a new distribution expression by determining
the parameters of the encoding function is called encoding.
As shown in FIG. 2, the automatic encoder determines the
parameters of the decoding function by reducing the recon-
struction error, and the process of learning how to reconstruct
the output into the input signal space is called decoding, and
the encoding parameters of the automatic encoder are also
used to construct an input signal. Finally, if the resulting
reconstructed signal is similar to the input signal, the hidden
layer Y can be seen as another representation of the input, that
is, the feature.

Here x is the original input signal, z is the reconstructed
signal, and Figure. 2 is a specific reconstruction diagram.

2) STACK AUTOMATIC CODING
The stack self-encoding neural network is a network model
composed of a number of automatic encoder positions.
In DBN, stack self-encoding neural networks belong to unsu-
pervised neural networks. The output of its lower layer
self-encoder in the network acts as the input to the sub-
sequent higher layer self-encoder. The network weight and

FIGURE 3. RBM structure diagram.

offset parameters corresponding to the kth self-encoder are
respectively represented by W (k,1).W (k,2), b(k,1), b(k,2); then,
the encoding process of the stack self-encoding neural net-
work trains the step expression algorithm of each layer of
network parameters in a front-to-back order:

α(l) = f (z(l))

z(l+1) = W (l,1)α(l) + b(l,1) (3)

Conversely, the decoding operation of each layer of the
automatic encoder is performed in a backward-to-forward
order, and the algorithm expression is:

α(n) = f (z(n))

z(l+n+1) = W (n−l,1)α(l) + b(n−l,1) (4)

Among them, a(n) is the output value of the highest hidden
network, which is the high-order feature of the original data
learned by the model, which is a more abstract representation
of the data. By using the vector a(n) as the input data for
various classifiers, using the features learned by the network
for the classification problem can achieve better results than
the original data as a classifier input.

3) RESTRICTED BOLTZMANN MACHINE
A restricted Boltzmann network consists of a layer of vis-
ible elements and a layer of hidden elements. It essentially
belongs to a kind of generated random neural network.
The restricted Boltzmann machine network structure is a
bipartite graph. There is no connection between the net-
work nodes of the same layer. Only the neurons between
the layers can be seen between the layers and the hidden
layers. RBM is a neural network algorithm with unsuper-
vised learning. Traditional neural network use generally uses
manual extraction of data features, and the network is prone
to fall into local optimal solutions. If the back propagation
algorithm is used to train the parameters of the network,
the classification effect becomes less and less ideal as the
number of network layers increases. Therefore, the gener-
ated model in the probability map model is introduced into
the restricted Boltzmann machine ((RBM) network struc-
ture, and the required features are automatically extracted
directly from the training set, and the weight of the neu-
ral network can be well learned. The problem of manual
feature extraction is solved due to personal subjective con-
siderations, etc. The structure diagram of RBM is shown
in Figure 3.
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The constrained Boltzmann machine is essentially an
energy-based neural network model whose energy function
between the visible layer variable V and the hidden layer
variable h is expressed as:

E(v, h : θ ) = −
∑
ij

Wijvihi −
∑
i

bivi −
∑
j

ajhj (5)

The restricted Boltzmann network has two layers, an input
layer and a hidden layer. The input layer is also called
the visible layer, and the other layer is the hidden layer,
which is the feature learning layer. The calculation of the
weight of the network is obtained by minimizing the cost
function.

4) DEEP TRUST NETWORK
The deep confidence network consists of several RBM net-
work layers superimposed, so the DBN is a Bayesian prob-
ability generation model. According to the idea of DBN,
the training set data is input into the first layer RBM network,
and the calculated output is used as the input of the second
layer RBM network to train the network parameters. The
DBN is to stack the RBMmodel by adding layers to improve
the network.

DBN is stacked by multiple restricted Boltzmann
machines (RBMs) and is an important multi-layer network
structure in the DBN network model. Its network train-
ing method uses semi-supervised learning algorithm: RBM
network weight and offset value initialization Trained by
a greedy layer-by-layer unsupervised algorithm, then these
weights and offsets are fine-tuned by a supervised backprop-
agation algorithm. As a DBN model of machine learning,
the deep belief network can not only realize autonomous
feature learning, but also has more essential characterization
of the original data due to the structure of its network.

III. RESEARCH ON MEDICAL MULTIMEDIA BIG DATA
CLASSIFICATION MODEL BASED ON DBN
In this section, a deep artificial neural network feature learn-
ing model for physiological data is designed using the con-
volutional neural network in the DBN algorithm. At the
same time, the flow of the algorithm will be described
in detail.

A. DBN-BASED CLASSIFICATION MODEL
The feature is the use of machine learning to focus on the
actual application, the accuracy of the feature directly affects
the application effect. The process of feature learning mainly
includes training of parameters based on convolutional neural
network models and learning of new data features. First,
the raw data is preprocessed, and the data of different dimen-
sions are normalized to the same interval. Then, the training
set is used to train the parameters of the convolutional neural
network in an unsupervised manner, and a set of optimal is
obtained through continuous iteration. The parameters enable
the characteristics learned by the network to better represent
the original data. Finally, the trained network model is used to

learn the feature representation of the new data to prepare for
the subsequent medical multimedia big data modeling health
assessment.

1) DATA PREPROCESSING
One of the most important steps in the analysis of processed
data using DBN algorithms is data preprocessing. In practi-
cal applications, when using DBN algorithms to learn data
features, pre-processing the original feature data and then
performing feature learning can improve the learned feature
quality.

The first step in data preprocessing is to normalize the
feature data. There are many ways to normalize data, and
the specific normalization method usually chooses different
normalization methods according to the specific application
background of the data. In general, there are several common
methods for normalizing feature data:

(1) Simple scaling: After the normalization method re-
transforms the feature data of each dimension of the data,
the goal is to make the value of the feature data fall within the
interval of [0, 1] or [−1, 1]. In the data mining, the subsequent
predecessor of the feature data is very important, because
some algorithms such as epsilon in Pca-whitening default
to the feature data is regular and scaled into the specified
interval.

(2) Minimum-maximum normalization: The minimum-
maximum normalization is a simple linear scaling if min
and max represent the minimum and maximum values of the
dataset features, respectively. The minimum one maximum
normalization is calculated by:

v′ =
v−min

max−min
(6)

where max is the maximum value of the original set data, and
min is the minimum value of the original set data. However,
this standardized algorithm also has some disadvantages.
When there is new data, it is possible that the changes of the
maximum value max and the minimum value min need to be
re-discovered the maximum and minimum values and then
recalculated. The essence of minimum-maximum normaliza-
tion is a simple linear transformation of the feature set, thus
maintaining the correlation between the transformed data and
the original data.

(3) Sample-by-sample mean subtraction: The sample-by-
sample mean subtraction algorithm refers to subtracting the
statistical average of the data set for each sample in the data
set. When the statistics of each dimension of the data set
adopted by the algorithm obey the same probability distribu-
tion, the data can be preprocessed by the method of sample-
by-sample averaging.

(4) Feature Standardization: Feature normalization is
intended to have features with zero mean and unit variance
in each dimension. This normalization method is widely
used in data and preprocessing. In the actual standardized
calculation, the detailed process of feature standardization is:
first, calculate the mean of the data set in each dimension, and
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subtract the average value from the data of each dimension;
then, divide by the standard of the data on the dimension
difference. The specific calculation method is:

v′ =
v− u
σA

(7)

Among them, u, σA is the mean and standard deviation,
The z-score normalization algorithm is applicable to the case
where the maximum and minimum values of the attribute A
in the data set cannot be accurately obtained, or the data noise
is too large, exceeding the normal value.

When using PCA/ZCA whitening, the input data is first
zero-averaged. If x(i) is a feature of the data set, the feature
zero-averaging algorithm is:

1
m

∑
i

x(i) = 0 (8)

Data preprocessing is the key to the quality of feature learn-
ing. It is suitable for data preprocessing methods to achieve
better results even in simple feature learning algorithms. The
original data set after data preprocessing can be input into
the feature representation of the learning data in the feature
learning network.

B. DBN MODEL BASED ON CONVOLUTIONAL
NEURAL NETWORK
Convolutional neural network is a kind of deep artificial
neural network, because its superiority has become a research
hotspot in the field of speech recognition, image recognition
and pattern recognition in practical applications. It has many
advantages. The weight sharing method of its network struc-
ture makes it more similar to the actual working principle of
biological neural network, which greatly reduces the number
of network weights, reduces the complexity of the network
model, and speeds up the network. Calculate the speed. The
advantage of the weight sharing method is more prominent
when the high-dimensional data is used as the input of the
convolutional neural network, and the original data can be
used as the input data of the neural network without transfor-
mation. This working mechanism can avoid the traditional
machine learning algorithm. The process is of tedious feature
learning and data reconstruction. Feature learning in the con-
text of health assessment refers to the use of machine learning
algorithms to transform raw medical multimedia data into
layers to obtain a set of input data processes suitable for
use in health assessment models. Typically, features learned
from a set of contiguous data are generally statistical features
such as the mean, standard deviation, and frequency domain
characteristics of the original signal or the normalized signal
in the time domain. The physiological timing of big data
health status assessment focuses on high-dimensional data
learning data characteristics. This paper focuses on the use of
convolutional neural network methods to automatically learn
the deep feature representation of data from physiological
time series big data in an unsupervised learning manner, and
then used for health status assessment.

C. HEALTH STATE ASSESSMENT MODEL BASED ON
MULTIVARIATE GAUSSIAN DISTRIBUTION
If the random variable x conforms to a Gaussian distribu-
tion, its corresponding probability density function can be
expressed as:

P(x, u, σ 2) =
1

√
2πσ

exp−
(x − u)2

2σ 2 (9)

In the unary Gaussian model, a method of calculating
the probability corresponding to each feature is taken, and
then all the probability values are multiplied to obtain P(x).
However, if there are two feature correlation coefficients, and
the range of the two features is relatively large, in this case,
the ordinary Gaussian probability distribution model usually
cannot fit the actual distribution state of the feature. Usually,
the multivariate Gaussian distribution model will try to find
the difference between the two features at the same time, so it
may find a relatively large decision boundary, which leads to
the model not fitting the feature distribution well. The Gaus-
sian distribution model is used to fit the feature distribution
of high-dimensional medical multimedia big data.

The algorithm flow can be generally divided into the fol-
lowing three steps:

(1) Model establishment, according to the actual applica-
tion, select the appropriate Gaussian model, and then estab-
lish a Gaussian probability distribution function;

(2) Model training, input the characteristic data learned by
the network into the network, calculate the parameters related
to the Gaussian probability distribution function, and obtain a
probabilitymodel. Based on the probability distribution of the
original input data, establish a health state assessment model
in the form of partitioned intervals.;

(3)Model prediction, giving prediction results. For the new
data, the probability distribution is calculated according to
the trained network model; then, by dividing the probability
interval, the health state level to which the feature point
belongs is found.

Since most people are in a healthy state in general, only a
few cases of medical multimedia data will become abnormal.
Based on this idea, the paper designs a method to divide the
different feature health state intervals by constructing a health
state assessment model by dividing the percentage of feature
points and total feature numbers into a certain probability
interval. Its specific algorithm is expressed as:

if


0 < p(x) ≤ ε0,A
ε0 < p(x) ≤ ε1,B
ε1 < p(x) ≤ ε2,C
ε2 < p(x) ≤ ε3,D

(10)

where εn, n = 1, 2, 3... is the probability threshold, and the
division rule is a percentage of the number of features in
a certain probability interval according to the feature point
probability p(x), and the smaller the probability of the feature,
the health state to which the feature point belongs. The higher
is the hazard level, the worse its health status.
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Using the K-means algorithm, first cluster the feature data
to find the optimal number of cluster centers, and replace the
number of health states with the number of cluster centers.

(1)The first step randomly selects k cluster centroid points;
(2) In the second step, calculate the distance from each

point to the cluster center, and cluster each point into the
cluster closest to the point;

(3) The third step calculates the coordinate average of all
points in each cluster, and uses this average as the new cluster
center;

(4) Repeat 2, 3 until the cluster center does not move over
a large range or the number of clusters reaches the required
level, then the algorithm converges.

Through the clustering algorithm, the optimal number
of cluster centers is determined, and the percentage of the
number of features in each category and the total number
of features is calculated accordingly. According to the per-
centage, the threshold of the partition probability interval is
determined.

IV. EXPERIMENTS AND RESULTS
A. EXPERIMENTAL PARAMETER SETTING AND DBN
MODEL
Considering that DBN network structure and parame-
ter configuration could not find a reasonable reference,
the experiment in this paper can only use multiple methods
of comparison. In the Windows 7 64-bit operating system,
the experiment was performed using MA’TLAB 7.8 at a fre-
quency of 3.1 GHz and a memory of 4 GB. First set the DBN
parameters Pre-training and Fine-tuning are both 0.05, Mini-
batch size is 128. In the experiment, in order to determine the
DBN network structure suitable for this experiment, different
hidden layer numbers and hidden layer nodes are selected
to test, so as to determine the DBN structure suitable for
medical multimedia data classification. For the convenience
of comparison, DBN in the experiment similar structure is
adopted for SAE, CNN is set separately, and the artificial
neural network structure used is consistent with the DBN
structure in the experiment in terms of the number of input
and output neurons, the number of neurons in the hidden
layer, and the number of iterations. The transfer function uses
the training function, the learning rate is 0.1, the training error
is 0.1, the learning rule uses the gradient descent method, and
the error back propagation algorithm is used in the study to
reduce the weight error.

The first layer 1 contains 12 convolution operations with
a feature map layer of size 60 × 60 and 12 down sampled
subsample layers of size 30 × 30. The size of the convolu-
tion kernel determines the size of each local receptive field,
so selecting an appropriate size convolution kernel is critical
for DBN feature extraction.

The second layer 2 is similar to the Layer l structure,
but there are also differences. First, Layer 2 also includes
convolution operations and down sampling operations. Sec-
ond, because of the same operation, Layer 2 also includes

a feature mapping layer and a subsampling layer. Third,
the Layer 2 convolution kernel has the same moving step
size as Layer 1, which is 1 pixel. But the convolution kernel
size in Layer 2 is 3 × 3. Secondly, Layer 2 is different from
Layer 1 input. Layer 2’s convolution operation input is Layer
1 down sampled and has a size of 30× 30.

The third layer 3 has a similar structure to Layer 1 and
Layer 2, except that the convolution input of Layer 3 is
down sampled by Layer 2 and has a size of 14 × 14. The
number of convolution kernels is 72, the training parameters
are (3× 3+ 1)× 72, and the number of network connections
(3× 3+ 1)× 72× 12× 12.
The fourth to sixth layers are convolutional layers, and each

layer has 120 feature mapping layers, which are all obtained
by a convolution kernel of size 3× 3.

The seventh to eighth layers are fully connected layers,
wherein the seventh, eighth and ninth layers each have 240,
100, 10 neurons, of which between the seventh and sixth
layers, the seventh and eighth layers, the eighth layer and
the ninth layer are all fully connected. Finally, the calculation
result is input into the Sigmoid function, and a state output is
generated.

In the experiments in this paper, the automatic coding
model of deep learning is used for verification. Auto Encoder
is a neural network that targets the output to maximize the
reconstruction of input data. Generally, in an automatic cod-
ing network, the input of data is weighted by the network, that
is, after the mapping of the activation function, a set of output
data y is obtained, and then the weighted inverse mapping of
y is performed to reconstruct the input as the target to obtain
the data z. Taking the error function of the reconstructed data
z and the input data Input as a cost function, the iterative
training is used to adjust the weight of the network, so that
z is close to the input and the error is minimized. In this
training process, the network does not need to use the tag
data to calculate the actual output between the data and the
tag, but to reconstruct the feature to train the optimal net-
work parameters, so the automatic coding is an unsupervised
learning network.. Suppose there is now an unmarked training
sample set x1, x2...x i ∈ Rn. The input signal x ∈ [1, 0]d is
first passed through an automatic encoder. A representation
of the hidden layer is y ∈ [1, 0]d

′

, whose mapping can be
determined by the following encoding expression:

y = s(Wx + b) (11)

where S is a nonlinear differentiable function sigmoid o The
hidden layer indicates that Y reconstructs a signal z of the
same size and size as x by decoding. The same goes through
a mapping decoding expression similar to encoding:

z = s(W ′y+ b′) (12)

In order to reconstruct the error Jw before adjusting the
network weight, it is also necessary to converge the original
signals of different dimensions, and the z-score normalizes
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TABLE 1. Impact of DBN network depth on classification results.

the original signal to the convolutional neural network:

X_norm =
x − mu
std(x)

(13)

Mu and std(x) represent the mean and standard deviation
of the original signal, respectively. Then, the normalized stan-
dard signal is sent to the characteristic of the learning signal
of the convolutional neural network, and the relationship
between the error JW and the number of iterations is obtained.
By analyzing the weight between the original signal X and
the reconstructed signal Z, a group can be obtained. Better
characteristics of the original signal.

B. COMPARATIVE ANALYSIS OF EXPERIMENTAL RESULTS
Based on different network structure DBN, network depth
increase, its modeling ability can be greatly improved, can
extract more abstract data feature representation inside the
data, further improve the overall Classification performance.

In Table 1, different network depths and number of hidden
layer nodes are set to explore the network structure model
suitable for medical multimedia data classification. It can
be seen from Table 1 that the network structure models
most suitable for DBN, SAE and ANN are {1024-100-
150-200-300-600-1000fi, 1024-100-150-200-30000-1000-b,
1-12C respectively. -12S-36C-36S-72C-72S-120C-120C-
120C-240-100}, when using this type of network structure
model, the three classification indicators of Spec Sen and
Acc are the highest respectively. However, compared with
the three, ANN has the best performance on Acc, but Spec
Sen and Mse is slightly lacking. DBN and SAE are basically
the same. This is mainly due to the very similar two structural
models of DBN and ANN.

As can be seen from Table 2-3, the classification perfor-
mance is improved compared with DBN and ANN. In differ-
ent classifications of BENI, MALI, CALC, NCALC, SPIC,
NSPIC, DBN and ANN were compared and found that DBN

TABLE 2. Classification sensitivity results of ANN and DBN.

TABLE 3. Classification accuracy results of ANN and DBN.

has a significant improvement over ANN in terms of Classi-
fication sensitivity. In terms of Classification accuracy, DBN
will also be better than ANN. Higher accuracy. This is mainly
because DBN and ANN both use the deep structure network
model.

Figure 4 shows the training error rate of the network.
As the number of training increases, the overall trend shows
a downward trend, among which CNN has the lowest error
rate, followed by SAE and DBN, and finally ANN. The
classification error rate is of ANN from the whole training
trend. The fluctuations are large, the randomness is large, and
the overall classification stability is poor. This is due to the
randomness of the initial weight of the ANN and the fact that
the whole network is easy to fall into the local optimum.
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FIGURE 4. Curves of CNN, DBN, SAE and ANN errors with iterations.

FIGURE 5. DBN network structure classification performance.

Figure 5 shows the curve of the classification performance
of the DBN network structure and the area under the curve.
It can also be seen that the classification performance of the
DBN deep network structure will change with the change of
the specification, and its performance peak value will reach
0.9814, which means that the classification performance of
the DBNdeep network structure is very high in the reasonable
state. The DBN big data analysis model is also reasonable in
terms of performance.

Figure 6 also shows that ANN and DBN have higher
classification accuracy for each category. Therefore, in the
MIAS anomaly classification, the DBN network struc-
ture model is significantly better than the traditional ANN
algorithm.

Figure 7 shows the KAPPA bar, as can be seen from
the figure, the yellow part indicates the value of the
DBN algorithm. From the value of the y-axis, there will
be a certain degree of improvement over the other three
methods. which shows that the medical multimedia big
data classification modeling based on DBN is better and
more stable.

FIGURE 6. DBN, CNN network structure model confusion matrix in
medical multimedia big data classification.

FIGURE 7. ANN, SAE, CNN, DBN network structure model KAPPA
value bar.

TABLE 4. Comparison results of ASP of DBN, CNN and CDBN.

C. MEDICAL MULTIMEDIA DATA CLASSIFICATION BASED
ON CONVOLUTION DEPTH BELIEF NETWORK
Table 4-5 shows the comparison of the results of the Acc
and Mse experiments in the DBN, CNN and CDBN under
the experimental parameter settings. The numbers under the
‘‘category’’ in the table represent the number of X-ray images
of the breast tumor in the training set test set. Each result is
obtained by 10-fold cross-validation. From the table, it can

16358 VOLUME 8, 2020



Y. Yang: Medical Multimedia Big Data Analysis Modeling Based on DBN Algorithm

TABLE 5. Mse comparison results of DBN, CNN and CDBN.

FIGURE 8. DBN training error with the number of iterations.

be found that the performance of CDBN is better than that
of CNN. The performance of CNN is better than DBN, and
each classification index basically increases with the increase
of the number of images in the training set. Improvements
have also shown that the DBN structure is highly dependent
on big data training samples. Therefore, when the number of
training images and the number of test images are 4000-500,
respectively, each classification index reaches the best value
(no additional training and testing is continued). The number
of images is mainly due to the hardware limitations of the
experimental conditions. One of the reasons for this is that
due to the increased convolution operation and sparse regu-
larization in the CDBN experiment, CDBN can better detect
the details in the lung image.

Figures 8 and 9 show theROC curves and training error rate
curves of DBN in training images and test images. It can be
seen that DBN has better performance in CT image classifica-
tion of lungs, with the increase of iteration times. The training
error rate was steadily reduced, and there was no over-fitting
phenomenon.

D. NETWORK TRAINING AND FEATURE LEARNING
VERIFICATION
As shown in Figure 10, as the number of iterations increases,
Jw gradually stabilizes after zero, and the reconstructed signal
is almost identical to the original signal. When Jw is small
enough to approach and a decimal is, the convolutional neu-
ral network learns. The resulting feature is another efficient

FIGURE 9. DBN network structure classification performance ROC curve.

FIGURE 10. Curve relationship between iteration number and Jw.

representation of the original signal. When learning the char-
acteristics from the original signal and providing it to the
multivariate Gaussian model for health assessment, it is also
necessary to consider whether the learned features conform
to the Gaussian distribution.

The Gaussian distribution of the physiological signal char-
acteristics was calculated to verify whether it conforms to
the Gaussian distribution. As shown in Figure 11, it can
be seen intuitively that the medical multimedia data signal
characteristics obtained in this experiment conform to the
Gaussian distribution.

As shown in Figure 12, by dividing different thresholds,
a feature distribution map of different levels of health states
of two sets of eight medical multimedia big data signals is
obtained. Tests on the dataset show that the proposed method
can extract key feature representations of multidimensional
medical multimedia data. Then, the feature points of the same
probability interval are calculated, and the state of the user’s
health state is obtained according to the probability of these
feature points. In this way, big data-based analysis can help
users understand their health status. If analyzed by a doctor
or a professional, such data information can be helpful for
doctors to diagnose early signs of some diseases. Therefore,
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FIGURE 11. Gaussian distribution of features.

FIGURE 12. Feature points with different thresholds.

the model is also a useful tool to help professionals diagnose
potential diseases.

V. CONCLUSION
In the evaluation process of this paper, feature learning is the
focus of this paper. Firstly, this paper adopts a multi-layer
convolutional network structure to extract the key features
of the original data from the input signal. Then, the feature
is used as the input of the multivariate Gaussian distribution
health state assessment model to evaluate the health status.
The model tested eight physiological signals in the data set.
The experimental results show that the feature extraction
method used in this paper is an effective high-level feature
algorithm that can learn data from the original temporal
physiological data. It is also a feasible algorithm to use
the multivariate Gaussian distribution theory to evaluate the
health state. Combined with DBN, the comparative experi-
ments of deep belief network, stack automatic encoder and
convolutional neural network three kinds of DBN model
medical multimedia database MIAS are studied. The advan-
tages and disadvantages of three network structure models
are analyzed. Secondly, in the training network, the idea of
automatic coding is used in the training of convolutional

neural networks, which effectively solves the problem that the
general convolutional neural network needs to fine-tune the
network with tagged data. Finally, this paper uses Gaussian
distribution to model the health state, and uses the Gaussian
function to calculate the probability values of the network
learning, and establish a health level model based on different
probability intervals. The experimental results prove that the
method used in this paper is an effective method, and the
method can also be extended to other types of data.

The method used in this paper is only a convolutional
neural network in DBN. Although some other DBN algo-
rithms are mentioned in this paper, the algorithm principle
is also described, but there is no other deep trust network,
for example. Restricted Boltzmann machines and stack-type
automatic coding compare the actual experimental results
with convolutional neural networks. Therefore, in the subse-
quent research, one or more DBN networks can be used to
model and analyze the health status of medical multimedia
big data.
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