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ABSTRACT The Internet has become an important tool for modern terrorist groups as a means of spreading
their propaganda messages and recruitment purposes. Previous studies have shown that the analysis of social
signs can help in the analysis, detection, and prediction of radical users. In this work, we focus on the analysis
of affect signs in social media and social networks, which has not been yet previously addressed. The article
contributions are: (i) a novel dataset to be used in radicalization detection works, (ii) a method for utilizing
an emotion lexicon for radicalization detection, and (iii) an application to the radical detection domain of
an embedding-based semantic similarity model. Results show that emotion can be a reliable indicator of
radicalization, as well as that the proposed feature extraction methods can yield high-performance scores.

INDEX TERMS Affective computing, machine learning, natural language processing, terrorism, radicalism.

I. INTRODUCTION
Modern terrorist organizations are continuously changing and
adapting to achieve their objectives as well as to overcome
current counter-terrorist strategies. Terrorists have effectively
used the Internet in their propaganda and recruitment strat-
egy [1]. As a consequence, online radicalization detection is
a significant concern. Digital traces on social networks can be
used as social signs to detect online radicalism, based on text
mining and social analysis techniques [1], which analyze dif-
ferent aspects of these interactions such as sentiment, topics,
and the social context of users and semantics [2].

Recent works in social science [3], [4] have highlighted
the role of emotions for understanding terrorism. In [3], van
Stekelenburg argues that the radicalization process can be
conceived as an emotional transformation consisting of three
phases. In the first phase, the group perceives injustice from
an out-group fueled by anger. In the second phase, the group
adopts a moral superiority based on the emotion of contempt.
Finally, in the third phase, the group decides to eliminate
the out-group based on the emotion of disgust. Rice [4] pro-
poses a research agenda in social science to understand better
the role of emotions in the etiology of terrorism since this
understanding can heighten the explanatory and predictive
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capacity of the theories. Nevertheless, to our knowledge,
previous works in the development of computational models
for online radicalization detection and prediction have used
only sentiment analysis. This work aims to bridge this gap
by researching on the relevance of the emotions expressed in
online radicalization publications.

Undoubtedly, there is a trend of studying these
issues employing data exploitation techniques, such as
machine learning. It is still an open challenge how such
technology-driven approaches can be effectively used in the
field of terrorism policing [5].

In the current work, we focus on investigating three main
research questions (RQ):

RQ1: Can emotion information be used for radicaliza-
tion detection? If so, how? It has been observed that emo-
tions are related to hostility toward another group, which can
evoke radical behavior [6]. Previous work has used sentiment
signals, but exploiting emotion information for this task has
not been studied thoroughly. Thus, this paper offers a view of
how emotion features can be generated and used in a machine
learning system for radicalization detection.

RQ2: Can semantic similarity-based features be used
effectively for radicalization detection? In learning-based
approaches, it is necessary to extract useful features from the
input in order to allow the learning model to differentiate
between data samples accurately. Currently, it is not clear
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which kind of features to extract when performing radical-
ization detection, and a thorough study in this sense has
not been made. Besides, semantic similarity has been suc-
cessfully used in other Natural Language Processing (NLP)
tasks and domains, such as Sentiment Analysis [7] and Entity
Disambiguation [8]. In this way, this work explores the use of
such a measure for radicalization detection.

RQ3: How can radical vocabularies be obtained and
exploited? It is clear that radical content makes use of spe-
cific vocabulary to express such ideas. So, it is natural to think
that integrating this kind of domain knowledge into the model
can enhance its performance. Still, how to use and generate
such vocabulary selections is an open challenge that has yet
to be deeply studied.

In light of these questions, this paper proposes a machine
learning method that aims to detect radical text in two
domains: online press and the Twitter social network. For this
end, the proposed approach generates distributed representa-
tions of the text that are fed into a machine learning classifier.
These representations are generated through computing the
similarity between the analyzed text and a particular lexicon.
The similaritymeasure is obtained through a pre-trainedword
embeddings model. In this way, we intend to exploit the
knowledge contained in word embedding models as well as
in a lexical resource. Additionally, this paper also proposes
a novel approach that makes use of an emotion dictionary to
compute a statistical summary of the emotions present in the
analyzed text. In this way, we aim to exploit the idea existing
in the literature that emotion can have a role in the elicitation
of radicalism [6].

To extend the current scope of this and future research
works, we present a new dataset in this work. Such data has
been collected from both radical and neutral online press
sources that target ISIS-related topics. The original domain
differs from the data usually used in previous works, which
may allow for more extensive studies of radicalization in
texts.

The rest of the paper is organized as follows. Section II
presents an overview of the previous work regarding radi-
calization detection. Following, Section III presents the col-
lected dataset. In Section IV, the proposed radicalization
detection model is described. Later, in Section V, we describe
the experimental setup which is aimed at evaluating the
proposed model, and present the obtained results and their
discussion. Section VI presents a comparison of our proposed
model to previous works. Finally, the paper concludes in
Section VII by depicting the conclusions drawn from the
evaluation, as well as offering an outline of possible future
lines of work.

II. RELATED WORK
In this section, we review approaches that are related to
our proposal. First, Sect. II-A carries out a literature review
that covers the works dealing with affect analysis in online
radicalization sources. Then, Sect. II-B introduces related

approaches for exploiting affect signs and word embeddings
in a text.

A. AFFECT ANALYSIS OF ONLINE RADICALISM
The main problems that have been addressed in pre-
vious research for the automatic processing of online
radicalization are analysis, detection, and prediction of
radicalization [27], [28].

Online radicalization analysis aims at providing action-
able information to improve Law Enforcement Agencies
(LEA)’s decision making processes. According to Correa
and Sureka [27], analysis approaches fall in two main cat-
egories: network-based (leaders, communities and topology
characteristics) and content-based (authorship identification,
stylometric analysis, website activities, affect analysis and
usage).

The works focused on detection can be classified into web
mining and text mining approaches [27]. Web mining works
aim at detecting radical online content using techniques such
as focused crawling [29], while text classification techniques
aim at developing a binary classification model based on text
features [11] combined with other features such as social
dynamics [11], [28].

Regarding detection, different types of analysis have
been proposed for understanding better online radicaliza-
tion, including network and content-based analysis. While
network analysis takes into account the social interactions,
a content-based analysis is focused on analyzing several
aspects of radical texts, such as affects, topics or stylistic
features.

Finally, several works have addressed prediction.
Ferrara et al. [30] propose a machine learning framework
for detecting extremist supporters, predicting extremist user
content adoption (i.e., a retweet of extremist content) and
predicting interactions with extremists (i.e., reply direct mes-
sages from extremists). The framework considers three types
of features: user and activity, timing and network. Agarwal
and Sureka [31] presents a survey focused on two problems,
the automatic identification of online radicalization (hate
promoting content, users and hidden communities) and the
prediction of civil unrest related events (protests, riots, pub-
lic demonstrations). The survey concludes that most works
have used spatiotemporal features as discriminatory ones for
predicting events. López-Sáncez et al. [26] propose a system
for predicting radicalization risks. They propose to generate
alarms based on the radicalization influence of monitored
users and the emotional load of the received retweets.

In this section, we provide a more detailed analysis of the
use of affect technologies for analyzing online radicalization.
As shown in Table 1, affect analysis has been applied in a
wide array of domains, such as radical forums [9], [15], [18],
radical magazines [16], and social networks (Twitter [2], [11],
[11], [14], [19], Facebook [20] and YouTube [1]).

Regarding the affect model, most works analyze the polar-
ity (i.e., valence or sentiment) using sentiment analysis tech-
niques [1], [2], [14], [16], [18], [19], [24]. Other works
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TABLE 1. Summary of literature survey regarding the use of affective technologies for processing online radicalization signals.

evaluate the intensity of some terms, such as hate or vio-
lence [9], [14]. Finally, other works [15], [20] use LIWC’s
categories for affective processes [17]: positive emotions,
negative emotions, anxiety, anger, and sadness.

The analysis of sentiment has provided many insights.
Abbasi and Chen [9] conclude that there is a linear rela-
tionship between the intensity scores for violence and hate
affects, which is strong in Middle Eastern forums and weak
in U.S. forums.

Another interesting aspect is the process of radicalization.
Rowe and Saif [11] notice when analyzing the process of
radicalization that users, before being activated, frequently
discuss politics, using words like ‘Syria’ or ‘Egypt’ with
negative sentiment. Once they are activated, they tend to use
more religious words and some words as ISIS are used with
negative sentiment since they prefer the term ‘Islamic State’.

Some analyses that have also considered the temporal
evolution of the text with different purposes, such as the
comparison of different radical blogs [15] or the language
used in Dabiq radical magazine [16].

Finally, another compelling aspect is how public opinion
reacts when a terrorist attack has happened. Dewan et al. [20]
analyzed both the sentiment of images and texts posted on
Facebook. They observed that the sentiment for textual posts
was negative during the first few hours but gradually moved

to the positive side over time. Contrarily, posted images
reflected positive sentiment initially but moved towards neg-
ative after the first few hours.

There is not an agreement in current research regarding the
importance of affect signals. Several studies [18], [22], [24]
highlight their importance, while in other experiments [2]
sentiment features, which consist of both, word unigrams and
their sentiment have no impact on the classification perfor-
mance compared to using unigrams only.

B. WORD EMBEDDINGS AND AFFECT LEXICONS
Word embedding representations encode both semantic and
syntactic regularities that are extracted through training from
large amounts of not annotated text [32]; such regularities
are expressed in the resulting vector space as relation offsets.
Commonly, word embedding approaches are trained using
an unsupervised training process where word vectors are
generated, forming word representations that capture rele-
vant language knowledge. Such type of word vectors, whose
training process relies on co-occurrence data, are denoted
pre-trained word vectors. This work makes use of this type
of word vectors for one of the proposed feature extraction
method.

As traditionally done with bag-of-words features, word
embeddings can be used as features for textual representation
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in text categorization tasks, including sentiment analysis [32].
Several works tackle the use of word embeddings as feature
extractors in text classification. The work described in [33]
constitutes a study of the effectiveness of word embeddings
when applied to various tasks, including sentiment analy-
sis. This study also provides a summary of unsupervised
embedding models and how they can be used to acquire
text representations. In the work of [34], word embeddings
are used as features for a SVM classifier in the task of
polarity detection. After the evaluation, the authors conclude
that word embeddings may contain semantic information
among words, which can be leveraged for obtaining useful
text representations. In addition, word embeddings can be
used in combination with more traditional features, such as
n-grams, lexicons and lexical features to improve the quality
of text representations [35]. Authors also show that the use
of embeddings in an ensemble model can produce higher
prediction performance. Also, it is worth to consider that tech-
niques based on word embeddings are widely used in public
challenges in which competitors aspire to obtain the highest
scores in a wide variety of tasks [36]–[38]. Reference [39]
introduces an interesting work where word embeddings are
used in a relevant analysis of computation complexity reduc-
tion. In a compelling experiment, the authors report similar
performance metrics in comparison to more complex neural
models in several tasks. Furthermore, [40] presents a model
that uses both a measure of semantic similarity and embed-
ding representations. For a comprehensive description of how
to exploit word embeddings, we refer the reader to [41].

Considering affect lexicons, the challenge of adequately
using an affect lexicon is a common issue that frequently
appears in Sentiment Analysis literature. The interested
reader can consult an interesting survey regarding the use of
affect lexicons [42]. There are numerous affect lexicons avail-
able, and deciding which qualities drive the final performance
of a machine learning system that uses them is currently an
open challenge. In this line of work, [43] deals with some
of these topics, analyzing a series of affect lexicons and how
they can be complemented.

As done in this work, affect lexicons have been used
as features in supervised machine learning scenarios. For
example, in [44], lexical resources are combined with both
specific micro-blogging features and n-grams. In such a way,
the authors show that these features are useful in their valida-
tion. Similarly, the work described in [45] uses two sentiment
lexicons and then combines such information with n-gram
and Part-Of-Speech (POS) features. All of these features are
used by a SVM classifier, which resulted in a state-of-the-
art system in a Sentiment Analysis competition. There are
cases where lexicon features have been supplemented with
domain-specific features, as done in [46], where a search
query settles the domain. Of course, several affect lexicons
can also be aggregated, as is the case of [47]. That work
integrates several lexicons by means of Markov’s logic,
using information about the relations between neighboring
words.

III. MAGAZINES DATASET COLLECTION
The scarcity of annotated data in the radicalization detection
field is notable, which difficult the advancement of research.
As an additional issue, we have to consider that the majority
of existing datasets are oriented to the Twitter domain [28].
Indeed, Twitter represents a valuable source of information
in this area, but generalization concerns have to be taken
into account when addressing radicalization detection. Thus,
intending to expand the scope of both our proposal and future
research, we have collected the Magazines dataset.

Firstly, we have considered the Dabiq [48] and
Rumiyah [49] online magazines, which are distributed by
Islamic State of Iraq and the Levant (ISIS) radical orga-
nization [50]. These magazines are written in the English
language. Dabiq was released from July 5, 2014, to July 31,
2016, by Al Hayat Media Centre, the branch of ISIS’s Min-
istry of Media which produces material in English. After pro-
ducing fifteen issues of Dabiq, the organization released the
first issue of Rumiyah on September 6, 2016. Thirteen issues
of Rumiyah have been released on more or less monthly
schedule until September 9, 2017.Most analysts consider that
Rumiyah has replaced Dabiq [51]. The change in the name
is attributed to a change in ISIS’s objectives: from Dabiq,
a northern Syrian city where jihadists believe they would be
defeated, to Rumiyah (Rome in Arabic), a West battle space
outside Syria and Iraq [50].

Since the original Dabiq and Rumiyah publications are not
freely accessible, they have been collected from an online
resource that tackles terrorism1. This online site makes the
magazines available for research purposes. The source data
is available in PDF format, so the textual data has been
extracted. Since we aim to evaluate textual data, the images
have been omitted. The resulting data consists of the 15 issues
of Dabiq, and the 13 issues of Rumiyah. In total, the num-
ber of articles from Dabiq and Rumiyah is 161 and 155,
respectively.

As a counterpoise of the previous radical content, we have
selected two online newspapers that address ISIS-related
issues but are not radical sources: CNN2 and The New York
Times3. These sources have been selected since both repre-
sent prominent newspapers that frequently mention radical
and ISIS-related topics from a neutral perspective. Also, such
an addition to the data has been done in the line of previous
work [28], [52] where the authors complement radical content
with non-radical data. Such content is freely accessible and
can be obtained through the newspapers’ APIs. The data has
been obtained using domain-related keywords (ISIS, Daesh,
Islamic State, etc.) on a time frame of 10 months. During
this time, articles were automatically collected. In order to
enhance the quality of the collected data, manual filtering
was done, removing articles that are not related to the topic

1http://www.jihadology.net
2https://cnn.com (http://developer.cnn.com/docs/)
3https://www.nytimes.com (https://developer.

nytimes.com/apis)
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FIGURE 1. Frequency of words for both neutral and radical categories. On the right, most frequent words for neutral (Top Neutral) and radical (Top
Radical), and both (Characteristic).

TABLE 2. Statistics of the collected dataset.

at hand. Images, links, and other media are removed from
the articles, leaving the text, both titles and bodies. In total,
129 articles have been collected from CNN, and 23 from The
New York Times.

The same preprocessing has been applied to all the
obtained data: normalization of numbering, capital letters,
contractions (e.g., I’ve, we’ll) is done, resulting in documents
composed of lower case tokens. Table 2 presents a summary
of some statistics of the resulting dataset.

Figure 1 shows a visualization of the introduced dataset,
as described in [53]. This graph consists of a frequency
scatter plot of the dataset words accordingly to the neutral
and radical category. We consider the Dabiq and Rumiyah
texts to be radical, in opposition to the CNN and New York
Times articles, which we label as neutral. The color indicates
the frequency in relation to each class: blue for neutral, red

for radical. For each category, the frequency of each different
word to that category is computed. A subset of the word labels
is placed along the figure due to space constraints. In this way,
the x-axis indicates the frequency in the radical category: if
a word frequently appears in radical texts, it is placed on the
right area.

Similarly, the y-axis encodes the frequency in the neutral
category. A word that frequently appears in neutral texts will
be placed in the top area. As a consequence, it is of particular
interest the areas where the more frequent words appear:
top left (frequent in neutral texts), bottom right (frequent in
radical texts) and top right of the figure (frequent in both
neutral and radical texts). In those areas, the most character-
istic words for the neutral, radical, and both categories are
presented. These areas offer a view of how the words are
used in these two categories. For example, common radical
words are Allah, knowledge, and messenger, that stress the
religious tone that can be found in the narratives of the Dabiq
and Rumiyah magazines. In contrast, the articles found in the
neutral newspapers have a more informative tone, frequently
using words such as Trump, CNN, and Iran. Given the impli-
cation of the United States in the affairs related to ISIS, it is
understandable that such words are being frequently used in
the neutral class.

IV. EXPLOITING EMOTION FEATURES AND SEMANTIC
SIMILARITY FOR RADICALIZATION DETECTION
This work proposes a model that exploits several sources of
information, aiming at improving the final performance in
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FIGURE 2. General architecture representation of the proposed model.

the task of radicalization detection. For this end, a machine
learning system is introduced that consists of two submod-
ules: (i) emotion-based (Sect. IV-A) and (ii) embedding word
similarity feature extraction (Sect. IV-B).

Figure 2 shows a diagram of the proposed model. As
shown, the analyzed text is processed by the two processing
modules. Both of them use as input the natural language,
yielding as output a feature vector that represents the input
text. These feature vectors are concatenated and fed to a
machine learning classifier, which outputs a prediction based
on the information given by the features mentioned above. As
classifiers, in this work, both Logistic Regression and Linear
SVM are considered.

A. EMOTION BASED FEATURES
It has been discussed in the literature that emotions can play a
role in the elicitation of radical behavior [6]. Sentiment infor-
mation has been used in a machine learning system in order
to distinguish between radical and non-radical content [54].
Nevertheless, to the extent of our knowledge, the effect of
the emotions present in the text over a learning system has
not been thoroughly studied in the task of radicalization
detection.

In this manner, this work proposes the use of an emotion
lexicon in order to extract emotion-driven features that are,
as explained, fed to a machine learning algorithm. With this,
we intend to investigate whether this kind of information
is relevant for the task of radicalization detection and to
which extent. So, an emotion lexicon-based representation is
proposed that makes use of statistical measures to encode the
emotion of the text. For simplicity, we denote this method as
EmoFeat (Emotion Features).
Consider an emotion lexicon, composed by a vocabulary

W (l)
= {w(l)

1 , . . . ,w
(l)
i , . . . ,w

(l)
P } and a vector of numeric

annotations L = [l1, . . . l i, . . . lP]. Note that such lexicon has
an annotation l i for each word wi, with a total of P (wi, l i)
pairs. Note also that l i is a vector expressing the intensity
of each emotion for word w(l)

i in the lexicon. An emotion

vector has dimensionality l i ∈ IRm, and thus the emotion
lexicon annotation matrix is L ∈ IRP×m, where m is the
number of emotions considered in the lexicon. Following,
let W (i)

= {w(i)
1 , . . . ,w

(i)
j , . . . ,w

(i)
I } be the set of length I

composed by the input words.
For each wordwk of the intersectionW (l)

∩W (i), the associ-
ated emotion vector is extracted from L. This process outputs
a matrix that contains the emotion annotation for all the input
words that appear in the lexicon. Next, several statistical
measures are taken in order to represent such a matrix as
a feature vector. The proposed measures are average, max-
imum, and median. Please note that these measures can be
used independently: for example, only average and median
could be used, removing maximum. As a result, a feature
vector is obtained with dimension n·m, where n is the number
of statistical measures selected.

Algorithm 1 EmoFeat

Require: Emotion lexicon composed by a vocabulary W (l)

and annotations L
Ensure: v ∈ IRn·m, the final feature vector
1: for all wk ∈ W (l)

∩W (i) do
2: Ek,:← emotionAnnotation(wk ,L)
3: end for
4: for i← 1, n do
5: for j ∈ 1,m do
6: index ← i+ n(j− 1)
7: vindex ← statMeasure(i,E:,j)
8: end for
9: end for

The proposed feature extraction method can be expressed
as an algorithm, as shown in Algorithm 1. The function
emotionAnnotation extracts the emotion annotation vector
corresponding to word wk from matrix L. Also, the function
statMeasure computes the corresponding statistical measure
from the column j of matrix E. The index i indicates which
statisticalmeasure is applied (e.g., average if i = 1,maximum
if i = 2, etc.).

B. EMBEDDING BASED SEMANTIC SIMILARITY
A well-known advancement of the NLP field is that dis-
tributed representation based techniques have become the
state-of-the-art models on text processing problems [55].
Among the different methods for computing distributed rep-
resentations, we highlight word embeddings, as they arguably
represent the most popular choice of such text representa-
tions. In light of this, it is natural to presume that word
embeddings can be leveraged for the task of radicalization
detection effectively. Nevertheless, pre-trained word embed-
ding models do not contain specific knowledge of the task at
hand, since these models are trained from large corpora in an
unsupervised manner.

One possible solution that has been studied before [56]
would be to train a word embedding model using a
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sufficiently large corpus with explicit radical detection anno-
tations. Unfortunately, a data repository that fulfills these
requirements is not currently available for the research com-
munity [57].

In this way, we propose the application of the SIMilarity-
based sentiment projectiON (SIMON) method [7] as a fea-
ture extractor in radicalization detection. This method makes
use of a word embedding model and orients the extracted
features to a particular domain utilizing a domain-centered
lexicon. In this work, the SIMONmethod is adapted to extract
features for radicalization detection by using radical-oriented
lexicons.

Themain idea of the SIMONmethod is that given a domain
lexicon, the input text is measured against it, computing a
vector that encodes the similarity between the input text and
the lexicon. With such a model, the model can exploit the
knowledge contained in word embeddings, as well as the
domain information that the lexicon offers. As an additional
remark, this method does not need large corpora to be trained
and thus can be used in problems where annotated data is
scarce.

As stated, the application of SIMON towards this domain
is achieved by composing domain-oriented lexicons. The
generation of domain adapted lexicons is a challenge in
itself [58], but in this work, we proposed a simple method
for the generation of a domain-specific lexicon. Please note
that, for the use of a lexicon made by the SIMON method,
numeric annotations are not needed. As previously demon-
strated [7], using such annotations does not necessarily lead
to an improvement of results.

Thus, a collection of words is generated through filtering
by the frequency of appearance in the training data. This
selection of words is used as a lexicon for the SIMON
method. Such a selection method is oriented to repre-
sent a simple baseline to capture the vocabulary of a spe-
cific domain. We refer to this frequency-based selection as
FreqSelect in the rest of the paper.
Additionally, the SIMONmethod allows the generated col-

lection of words to be subsequently filtered. Such filtering is
done bymeans of an ANOVA-based features filtering, attend-
ing to the feature relevance for the classification task [7].

V. EVALUATION
The evaluation of the proposed model has been done through
a text categorization task, where given a piece of text, the aim
is to detect whether it does contain radicalization evidence. In
this way, the evaluation is done by performing a binary clas-
sification task. As such, the proposed approaches have been
validated using the datasets, lexicons, and embeddings listed
in Section V-A, and following the methodology described in
Section V-B. Results of such experiments are shown in V-C.

A. MATERIALS
The datasets used for the evaluation are presented in Table 3.
Apart from the dataset presented in Section III, other two
datasets have been used, which contain data from Twitter.

TABLE 3. Statistics of the datasets used for the evaluation: number of
positive (radical), negative and total instances.

TABLE 4. Statistics of the twitter datasets used in the evaluation.

Pro-Neu. This dataset is composed of two different
datasets, both in English, collected by [28]. The first one
contains 17,350 tweets extracted from 112 distinct Twitter
pro-ISIS accounts, which can be found online4. Through a
study of three months, a set of users was identified using
a selection of keywords (e.g., Dawla, Amaq, Wilayat), and
filtered according to their use of images (e.g., radical lead-
ers images, ISIS flags) and their network of followers.
The second one, which comprises 122k tweets from more
than 95k accounts, has been used as a counterexample from
the pro-ISIS instances since it contains ISIS-related mes-
sages (that can be either neutral or anti-ISIS). This set of
tweets was collected using ISIS-related keywords (e.g., ISIS,
ISIL, Daesh, IslamicState, Raqqa, Mosul). From the original
accounts, a selection of 112 is made, as done in [28]. This
additional filtering is done filtering accounts that are not
active nowadays from the original dataset, thus ensuring that
the remaining accounts are not pro-ISIS. For comparison pur-
poses, the same selection and split from [28] are performed.
Pro-Anti, formed by 1,132 Twitter accounts and their time-

lines, which have been collected in [11]. This dataset is in
English. In the mentioned work, the authors identified users
as pro-ISIS by attending to their sharing activity of incitement
material from known pro-ISIS accounts, as well as the use
of extreme language. Initially, the authors had 727 accounts
identified, but 161 of these Twitter accounts were either
suspended or hidden from public access. Such status prevents
from accessing the profile information. Consequently, these
161 accounts were removed, obtaining 566 pro-ISIS users
in total [11]. In order to balance the data, the authors added
566 anti-ISIS users. The annotation of anti-ISIS accounts has
been done by observing the use of anti-ISIS language. This
dataset has been used in [2], a fact that enables comparison
with our work.
Magazines, which is the dataset presented in this work,

as described in Section III.

4https://www.kaggle.com/fifthtribe/
how-isis-uses-twitter
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FIGURE 3. Distribution of raw emotion scores for all considered emotions.

TABLE 5. Statistics of the word vectors used for the evaluation: name of
the vectors, reference, vocabulary size (no. of words), and training
domain.

Also, as described in Section IV, word embeddings are
extensively used in the proposed model. In order to assess
the differences in performance among various pre-trained
models, we make use of three popular resources extensively
used in the Natural Language Processing community. Table 5
shows the characteristics of such vectors. Please note that,
in order to normalize the dimension of the vectors, in all three
variants we use 300-dimensional vectors.

Another resource is the emotion lexicon used, as explained
in Section IV-A. For this work, the selected lexicon is the
NRC Hashtag Emotion Lexicon [61], which has been curated
specifically for the Twitter domain. This resource contains
16,862 words annotated with eight emotions: anger, anticipa-
tion, disgust, fear, joy, sadness, surprise, and trust. Figure 3
shows the distribution of emotions scores along with a union
of the evaluation data. Although a relevant portion of the
scores is close to 0 (no emotional content) it can be observed
that for all emotions, there is a long tail in the distribution.
Such an elongated distribution contains a variation that is
exploited by the emotion feature extraction model. We have
examined the emotion distribution along to each dataset and
annotation, confirming that there are no relevant differences
between those. This indicates that our dataset is balanced in

terms of emotion distribution and that there are not any biases
that may corrupt the evaluation.

B. EVALUATION METHODOLOGY
The proposed model (Section IV) can be implemented with a
variety of resources and methods. In order to thoroughly eval-
uate the effectiveness of the model, an extensive experimental
setup has been performed. In all experiments, the weighted
average of the F1-Score is used as the performance metric. To
evaluate an instance of our model, cross-validation via k-fold
is used, with a k = 10.

Concerning the SIMON features, the experiments consider
three variations, attending to which (i) word vectors and
(ii) collection of words are used, as well as (iii) the percentage
of the word collection retained. As explained in Section IV-B,
a collection of words is used in order to compute the similarity
to the analyzed text. This collection is extracted from the
training dataset by measuring the appearance frequency of
the dataset vocabulary: this is done by the FreqSelect method.
Although, in order to compare to other word selections,
we include in the experiments the use of two lexicons: Bing
Liu’s [62], a popular sentiment lexicon (as done in [7]); and a
radical-oriented lexicon that is the result of merging different
radical-related lexicons (for more information, please consult
the original publication [28]).With respect to the third param-
eter, it expressed the percentage of the collections of words
that is retained after performing an ANOVA based filtering.
In this way, the extracted features can be filtered, attending
to how relevant are for the classification problem [7]. A per-
centage of 100 would indicate that no filtering is performed.

As for the EmoFeat method, an evaluation of the number
of emotions considered (parameter m) and the number of
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the statistical measures selected (parameter n) is done. Thus,
we use the Recursive Feature Elimination (RFE) method [63]
to select among all the possible combinations of these
parameters.

In order to evaluate the use of the different features by
our model, the experiments explore the performance using
the following selection of features: (i) EmoFeat, (ii) SIMON,
and (iii) EmoFeat combined with SIMON. Also, we have
tested two classifier algorithms: Logistic Regression and
Linear SVM, since the primary objective is to evaluate the
effectiveness of the feature extraction methods.

C. RESULTS
Firstly, in order to evaluate the influence of the number of
emotions considered (parameter m) and the number of statis-
tical measures selected (parameter n), the RFE method has
been used [63]. This method outputs a feature ranking (the
lower, the better) that can be used to eliminate features. Con-
sequently, we explore such a raking, as given by RFE, when
applied to the features generated by the proposed EmoFeat
approach. In this way, taking into account the selected emo-
tion lexicon (NRC Hashtag Emotion Lexicon [61]), the max-
imum number of emotions considered is m = 8, and
n = 3, which outputs a maximum number of features
m · n = 24. Following, the RFE strategy has been applied
to these features across all considered datasets and machine
learning classifiers. Attending to the parameter n, the median
measure has a lower rank on average. Thus, we evaluate
the F-Score obtained using the three measures (average +
maximum + median), which raises to 79.01%, against the
performance removing the median (average + maximum),
that yields 79.18%. Please note that these F-Scores are aver-
aged over all datasets and classifiers. Next, the parameter m
is evaluated. The emotion that has the lower ranking, as com-
puted by the RFE method, is Joy. Similarly, a comparison is
made between the averaged performance including all emo-
tions, which is again 79.18%, and the performance obtained
when removing Joy, that outputs 78.97%. It can be seen that
excluding the Joy emotion decreases the overall performance
of the system. As a conclusion, for the rest of the experiments,
we consider m = 8 (all emotions) and n = 2, selecting the
average and maximum measures.

Secondly, we evaluate the three variations relevant to the
SIMON approach: word vectors, collection of words, and
percentage of filtering over this collection. Figure 4 shows the
results. The percentage of selection (horizontal axis) presents
a general trend, where the performance improves propor-
tionally with the percentage. The best scores, with only one
exception, are obtained when using a percentage of 100%;
that is, with no filtering.

As for the word collections used, it can be seen the differ-
ence in performance among the three variations. As expected,
the domain-oriented FreqSelect outperforms the other two
collections in all cases. This improvement indicates that
adapting the word collection leads SIMON to an increase in
performance in the radical classification task. Nevertheless,

the radical collection used as baseline performs poorly in
comparison to the sentiment-oriented collection. This accu-
racy difference could be explained attending to the compo-
sition of the radical lexicon, that contains a large number of
Arabic terms that do not appear in the word vectors. In such
cases, the similarity between the analyzed text and the out of
vocabulary words cannot be computed, which leads to a loss
of information that can be relevant to the problem at hand.

As for theword vector comparison, we observe that the best
performance is obtained by using the FastText word vectors
in most cases. Nevertheless, this difference can be seen more
easily by attending to Tables 6 and 7. In these tables, the
F-Score is shown for each combination of our models, and the
best scores are marked in bold. Please note that the different
word collections (sentiment, radical and FreqSelect) do not
apply when uniquely evaluating the emotion-based features
(Sect. IV-A), since this approach does not make use of such
collections.

As mentioned, the best performance is obtained in almost
all cases when using FastText embeddings. Also, in the cases
where this is not the case, the difference in performance
to that using FastText word vectors is small, being 0.45%
the highest. This difference could be explained attending to
training method of the embedding models: FastText does
take into account subword information, while Word2Vec and
Glove do not [59].

Paying attention to the extracted features, it is clear that
although solely using the EmoFeat method does not yield
the best results, its performance is competitive. This obser-
vation is especially true in the pro-neu dataset, where the
F-Score obtained is 92.41% when using a Linear SVM clas-
sifier. This result enforces the idea that emotion analysis can
play a relevant role in radical content detection. The scores
obtained when using emotion-based features surpass that
of specific approaches that merge social and computational
concepts [28].

Following, the combination between the emotion-based
and SIMON features has been evaluated. As shown, combin-
ing these two types of features does not always improve over
the performances obtained by using SIMON uniquely. This
is quite evident when looking at the best performances (in
bold). Such an effect could be due to overfitting, since the
combination augments the number of features, causing the
performance score to stop improving, or even to decrease.
The reduced size of the datasets further supports this hypoth-
esis. Nevertheless, there is still a large number of cases where
this combination improves over the separate methods, which
indicates that a combination of the proposed features can lead
to an improvement in the performance.

In order to further study the impact of the proposed features
and their performance, we have performed the Friedman
statistical test [64]. As a result, the Friedman test outputs
a ranking of methods attending to their performance in the
different datasets. The lower the ranking, the better a specific
method performs in comparison to the rest. This test has been
computed with α = 0.01. For simplicity, Table 8 shows
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FIGURE 4. Evaluation of SIMON variations on the three datasets. Rows express the word vectors used, columns
differentiates the datasets, and the word selections are shown in color. Vertical axis expresses the weighted F1-Score,
while horizontal axis indicates the percentage of filtering.

TABLE 6. Averaged F1-Scores for the model using emotion, SIMON, and SIMON + emotion, using logistic regression as classification algorithm.

the best six approaches, as computed by the Friedman test.
As can be seen, the lower rank is obtained by two methods
that make use of a Linear SVM classifier, the FastText word

vectors, as well as the FreqSelect word collection. More
importantly, the features used are both SIMON, and SIMON
combined with emotion. This is consistent with the current
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TABLE 7. Averaged F1-Scores for the model using emotion, SIMON, and SIMON + emotion, using linear SVM as classification algorithm.

TABLE 8. Friedman rank for the six best methods. EF is the proposed
EmoFeat method.

discussion and sheds light in the fact that the combination of
features does not necessarily improve over the use of SIMON
separately.

Next, a cross-dataset experiment has been performed, with
the aim of studying how the idiosyncrasy of the data affect
the generalization performance. Table 9 shows the results of
this experiment, where the rows indicate the training dataset
and the columns the test dataset.

As expected, the performance drop is relatively high. The
differences in the datasets easily explain this. For example,
a model trained in the pro-neu data suffers a performance
decrease when predicting on pro-anti data; as seen, the non-
radical class in the first leans towards the neutrality, while
in the second it is composed of anti-radical messages. These
differences affect cross-dataset performance. Additionally,
when attending to the pro-neu/magazines experiment, we see
that in general, the performance is higher than in the pro-
neu/pro-anti case. Similarly, this can be explained by the
observation that the magazines dataset is also composed of
radical and neutral texts, which aligns with the pro-neu data.
Also, it can be seen that the peculiarities of themagazines data
make it difficult for the classifiers to generalize, especially to
the pro-anti data.

An additional consideration can be made when comparing
the SIMON + EmoFeat model against the isolated SIMON
and EmoFeat counterparts. It can be seen that in many
cases combining these features lead to an improvement of
the F-Score (see pro-anti/pro-neu and pro-anti/magazines
results). In light of this, we can assume that under certain
circumstances, the feature combination can be used to aug-
ment the robustness of the proposed method. Nevertheless,

TABLE 9. Averaged F1-Scores for the model using emotion, SIMON, and
SIMON + emotion, using logistic regression as classification algorithm in
a cross-dataset evaluation.

there are cases where such a combination does not improve
but decreases the performance. This result can be observed in
the cases where the training is done with the magazines data
and the testing on the twitter data. Based on this observation,
we hypothesize that the learning process done with the mag-
azines is not applicable to the Twitter domain. This is to be
expected since they represent two very different domains, and
this last experiment is a cross-dataset evaluation.

VI. DISCUSSION
When comparing the presented method with previous
works, we can attend to two different criteria: the method,
and the affect model (Table 1). In the sense of the
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method, some works do not make use of machine learning
techniques to assess the radicalization of texts [11], [14], [16],
[18], [19], [26].

In contrast, many of the related works include some
machine learning techniques to study radicalization. In this
regard, our method uses two popular machine learning
algorithms, logistic regression and Support Vector Machine
(SVM). Some works also use these or similar learning algo-
rithms, such as [1], [2], [9], [15], [20], [22], [24]. The main
difference with our work can be found in the feature extrac-
tion phase. The proposed method exploits a word embedding
model and a domain knowledge lexicon to calculate a set
of features that are fed to the learning algorithm. To our
knowledge, this type of approach has not been proposed
before in radicalization assessment.

When attending to the affect model described in previous
work (Table 1), it can be observed that there is a trend of using
lexicons. Indeed, our proposal also makes use of such kind
of resource. Nevertheless, previous work exploit the lexicons
by directly matching words in the analyzed text to the ones
contained in the lexicon [14], [16], [18], [19]. In this way, out-
of-vocabulary terms can not be properly modeled by these
approaches. In contrast, our model can handle terms that are
not in the lexicon by computing the similarity of the analyzed
text to the lexicon, and thus taking advantage of the wide
vocabulary contained in word embedding models [7].

An additional difference with the body of previous works
is that our model uses three different sources of knowledge to
perform the radicalization detection. Those are the emotion
lexicon, the domain-adapted radicalization lexicon, and the
word embeddings model. It is relevant to stress that the
combination of both an affect and radicalization lexicon is
novel, and has not been previously studied in related work.

In related literature authors regularly use sentiment rather
than emotion signals (Sect. II). This largely limits the capacity
of the models, as taking into account the emotions offers
a more detailed categorization of the affect information. In
addition, we implement a distributed emotion representation,
which not only considers the most prominent emotion but
rather exploits all emotions simultaneously.

It is also worth noting that although embeddings have been
well known by the NLP community, its role in radicaliza-
tion detection is not as extended as in other fields. Still,
some recent works incorporate embeddings to their learning
models. In [52], the authors explore the use of sentence
embeddings for classifying texts into radical and benign,
representing the text directly with the Doc2Vec model [65].
Amore recent work [66] also makes use of word embeddings,
using Word2Vec vectors to represent the text. Such repre-
sentations are combined with psychological and behavioral
features to perform radicalization detection. Our work com-
putes a similarity measure of the analyzed text to a domain
lexicon. For the generation of this domain-adapted lexicon,
we propose a simple but effective approach, FreqSelect. Such
a method generates a selection of words relevant to the
domain that is extracted from the datasets.

Previous research has studied the Twitter datasets used
in this work, which allows us to compare the performance
of our approach to those that use the same datasets. The
Pro-Neu was used in [28] where the authors present a
two-dimensional model for classifying users radical and
non-radical users, reporting 90.60% as F-Score. In compar-
ison, the proposed emotion model reaches 91.07%, while the
full model (EmoFeat and SIMON) yields 99.11%. In [28],
the authors present a model that computes a two-dimensional
metric indicating radicalization from individual and social
influence. In contrast, the model presented in this paper uses
a richer representation, combining semantic similarity and a
distributed emotion representation.

When attending to the Pro-Anti dataset, the comparison is
made against the work presented in [2]. This last work intro-
duces a learning model that makes use of 5 different types of
information sources, including the inferred knowledge from
the semantic graph, contextual network information, and
entity knowledge. When using only sentiment information
through the SentiStrength lexicon [25], the authors report
an F-Score of 85.40%. Our model, in comparison, outputs
87.90%, indicating the effectiveness of the proposedmodel. If
attending to the full system, which includes semantic pattern
detection and network features, their score raises to 92.30%.
This is to be expected, since extracting contextual information
(e.g., network information) is beneficial for classification
tasks [67]. Nevertheless, exploiting the social context falls
outside the scope of this paper.

The lack of resources related to radicalism has been a
challenge as well as a limitation for conducting this research.
Regarding social networks, we have taken advantage of pub-
lic datasets provided by researchers and Kaggle, since radical
accounts are banned. Nevertheless, this is a limitation of our
study, since radical messages are in continuous evolution. In
the same way, we have provided a cured dataset of radical
texts that have been balanced with standard newspapers. Still,
a broader selection of sources could be done to incorporate
additional sources.

VII. CONCLUSION
This work proposes a machine learning model that
exploits two kinds of information sources: (i) emotion and
(ii) embedding-based semantic similarity features. The first
approach has been designed to take advantage of an exist-
ing emotion dictionary in order to generate features that
can be used for radicalization detection. Such an approach
generates simple but effective features by computing a sta-
tistical summary of the emotion valence of the words in
the text. As for the second approach, the SIMON model
has been adapted to extract radicalization-oriented features.
In this work, a method for generating a domain word col-
lection is proposed (FreqSelect), which leads to consistent
improvements in comparison with other existing collections.
Also, as an additional contribution, the Magazines dataset
is presented, which expands the scope of this and future
research. Intending to conduct a thorough and comparable
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evaluation, we use this new dataset, as well as other two
existing ones that have been previously studied. As a further
study, a statistical test verifies the conclusions drawn from
the experiments. Besides, a cross-dataset evaluation is also
done.

Previously, we presented three research questions that were
inherent to the task of radicalization detection (Sect. I). In
the first one, RQ1, we centered our attention on how emo-
tion information can be used for radicalization detection.
In this sense, a novel approach that exploits the presence
of emotions in the text has been presented. As seen in the
experiments, these emotion-based features can yield interest-
ingly high scores, reaching an F-Score of 92.41% in a known
dataset. It is reasonable to assume that these emotional fea-
tures can be useful when performing radicalization detection.
Also, results from the cross-validation experiments indicate
that the proposed combination can help with generalization
issues. As seen in Table 9, combining the emotion features
in a cross-dataset setting can improve the final performance,
resulting in a more robust system.

In relation to RQ2, it is asked whether semantic simi-
larity features can be used in radicalization detection. For
addressing this issue, we have applied an original feature
extraction method (SIMON) to the radicalization detection
domain. In order to do this, a novelmethod has been presented
that generates a domain-oriented vocabulary, which can be
used by the SIMON model. Given the experimental results,
it is clear that this kind of features can accurately represent
the analyzed text, allowing simple classifiers to obtain high
classifications metrics: 99.11%, 86.22%, and 94.02% for the
pro-neu, pro-anti and magazines datasets, respectively. Thus,
given these promising results, we conclude that the applica-
tion of this method can be further studied.

Following, RQ3 raises attention around the challenge of
generating and using domain-oriented vocabularies. As pre-
sented, we proposed a method that effectively generates this
kind of vocabularies: FreqSelect. Moreover, we have eval-
uated the use of this vocabulary, comparing it with simi-
lar selections. Seeing the results, we believe that such an
approach performs positively.

To summarize, this paper presents a machine learning
approach for categorizing radical content in both social
media and magazines, exploiting an emotion dictionary,
a word embeddings model, and a domain-adapted word
selection. The presented advancement in automatic iden-
tification of online radicalization can be beneficial to
counter-extremist agencies, since these organizations have
as a key priority the use of intelligent technologies in this
direction.

Although the obtained results are very positive, we believe
that as future work, the effect of word embeddings can be
further studied. That is, obtaining domain-oriented word vec-
tors could largely improve the text representations. Besides,
studying the effect of temporal effects on the radical narra-
tives can be interesting, since the use of the language is prone
to change as time progresses.
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