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ABSTRACT Coded caching is a promising method for solving caching problems in content-centric wireless
networks. To enhance the security of coded caching for practical purposes, this paper investigates a secure
coded caching scheme for defending against an eavesdropper who may possess prior knowledge before
eavesdropping on content delivery. A novel key-based solution is proposed to minimize the leakage of
meaningful information to the eavesdropper during the delivery phase. In the proposed solution, the central
server observes the strength of the eavesdropper and introduces several keys to dynamically encrypt the
broadcast signals within a weak security constraint. The amount of cache memory occupied by the keys is
carefully designed to achieve the highest possible cache gain in terms of the rate of content delivery. The
tradeoff between the cache memory usage and the transmission rate with varying eavesdropper strength is
characterized. For a given size of the total cache memory, the tradeoff between the amounts of memory used
for data and key storage is also presented. We report simulation results to support our analytical findings
and show that no keys are needed to achieve weak security against a low-strength eavesdropper. Even for an
eavesdropper of high strength, weak security can be introduced at a negligible cost given a large cache size.

INDEX TERMS Network security, communication networks, network coding, cooperative caching.

I. INTRODUCTION
The exponential growth of mobile cellular network traffic
has led to an explosion of ‘‘content-centric’’ communications
such as video streaming and content sharing. To address
the extremely large associated traffic demands, one feasible
method is to leverage ubiquitous caching inwireless networks
during off-peak operation. This wireless caching method
has enormous potential to break the current bottleneck for
massive content delivery. The general caching problem has
been well studied in the literature [1]–[3]. Most previous
works have considered a fixed delivery scheme and have
optimized the storage phase to achieve gains through local
content distribution [4], [5]. Recently, a novel method called
coded caching [6]–[8] has been proposed, in which files are
broken up during the placement phase and gains from global
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cache interactions are achieved by index coding technology.
Coded caching enables a multiplicative improvement in peak
transmission rates (transmissions from the server under high
numbers of user requests).

Although coded caching enables a significant gain in
terms of the peak rate, the caching of unencrypted data
and the network-coded multicast or broadcast nature of the
transmission introduce security issues to content delivery.
Sengupta et al. have proposed an interesting method for solv-
ing the problem of insecure coded caching to defend against
a simple external adversary who is an eavesdropper without
any prior knowledge of the content being transmitted [9].
A similar idea has been applied in the cases of decentralized
caching [10] and nonuniform user demands [11]. In practice,
however, the eavesdropper may not be a simple adversary
without prior knowledge. For example, some users may leak
some files or keys to the eavesdropper during the caching
process. For the case in which the eavesdropper has prior
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knowledge of the cached files and keys, the question of how to
enhance the security of content delivery remains open. On the
other hand, the security requirement may not always be strict.
For example, consider an eavesdropper with access to one
data bit, b1 + b2. Although the eavesdropper has one bit of
information about the source, he is unable to recover any of
the source bits if he has neither of the data bits b1 and b2. Such
coded data may be sufficiently secure for some applications,
although they are not information theoretically secure. If the
security requirement is weakened to suit practical require-
ments, the transmission rate loss in unicast and multicast
scenarios can be reduced [12]. In view of the above problems,
this paper investigates a secure coded caching problem with
the following two scenarios: (a) a powerful eavesdropper who
may possess prior knowledge of the cached content and who
eavesdrops on the content delivery phase to steal meaningful
information and (b) a weak security constraint in whichmulti-
ple messages are combined to limit the eavesdropper’s ability
to extract anymeaningful information about the content being
delivered. Compared with Shannon security, weak security
incurs a lower encryption cost to satisfy the desired security
constraint. Therefore, fewer transmission resources can be
used for encryption keys. For details on weakly secure codes,
the reader is referred to [13] and [14].

To address the considerations discussed above, we propose
a weakly secure coded caching scheme to enhance the secu-
rity of content delivery against a powerful eavesdropper. The
main contributions of this paper are summarized as follows.
• We propose a weakly secure coded caching scheme
in which the central server observes the strength of
the eavesdropper and selectively generates random keys
with which to encrypt the broadcast signals. Under the
weak security constraint, the amount of cache memory
occupied by the keys is optimized to achieve the highest
possible cache gain.

• We analyze the tradeoff between the cache memory
usage and the content delivery rate for eavesdroppers
of different strengths and present the bounds on the
achievable rate for different cache gains.

• For a given total size of the cache memory, we analyze
the tradeoff between the amounts of memory used for
data and key storage for different parameters of the
coded caching model.

The remainder of this paper is organized as follows.
Section II presents some related work on secure and insecure
coded caching schemes. Section III describes the system
model considered in this paper. In section IV, we propose
our weakly secure coded caching scheme and discuss the
memory-rate and data-key tradeoffs for different parameters
of the coded caching model. An analysis of numerical results
is presented in section V. Finally, we conclude the paper in
section VI.

II. RELATED WORK
Coded caching, as proposed by Maddah-Ali et al., intro-
duces an information-theoretic formulation of the caching

problem that utilizes the cumulative size of the network
cache memory to jointly design the caching and delivery
phases based on a network coding method [6]. An additional
gain called global caching gain is achieved; this reduces
the number of server transmissions moreso than traditional
wireless caching at the peak rate of content requests. This
promising idea has motivated a wealth of research efforts.
In [15], Maddah-Ali et al. further extended their work to the
case of decentralized storage and claimed that their decen-
tralized caching scheme achieved a rate close to that of the
optimal centralized scheme. Niesen et al. investigated coded
caching with nonuniform user demands and proposed a coded
caching scheme with knowledge of the popularity distribu-
tion of the files to be delivered [8]. They also extended the
coded caching method to consider delay-sensitive content
and proposed three algorithms to achieve coding gains for
low-delay delivery [16]. Ji et al. introduced a coded caching
method for wireless device-to-device (D2D) networks and
showed that the spatial reuse gain in a D2D network is order
equivalent to the codedmulticasting gain in the case of single-
base-station transmission [17]. Pedarsani et al. considered a
caching problem without knowledge of future requests and
proposed a corresponding online coded caching scheme [7].
Karamchandani et al. extended coded caching to multilayer
networks and showed that the layers can simultaneously oper-
ate at approximately the minimum rate [18].

The efforts reviewed above represent a promising begin-
ning to research coded caching problemswithout any security
considerations. Although coded caching enables a significant
gain in the peak rate, the network-coded broadcast nature of
the transmission introduces security issues in content deliv-
ery. Recently, Sengupta et al. investigated a secure coded
caching problem with an external eavesdropper [9]. They
assumed that the content was delivered over an insecure link
but that the caching phase was handled in a secure manner.
Improved methods for the cases of decentralized caching
and nonuniform demands were proposed in [10] and [11],
respectively. Awan et al. introduced this secure coded caching
concept into D2D networks and proposed a coding scheme
to achieve secure content delivery in the case of an external
eavesdropper [19]. Ravindrakumar et al. presented research
on secretive coded caching, in which a user cannot learn any
information about unsolicited files from either the cached
content or the server transmissions [20]. In the above line of
research, it was assumed that the eavesdropper knew nothing
about the transmitted files prior to content delivery. Our
work differs from the above research in that it focuses on a
powerful eavesdropper who may possess some information
about the cached content (data files and keys) and eavesdrops
on the content delivery phase to steal meaningful information.
In addition, the above works guarantee Shannon security for
content delivery. However, the key length needed for Shannon
security may be excessively expensive for certain practi-
cal applications. Reducing the key length by relaxing the
security requirement is reasonable when defending against
certain computationally limited eavesdroppers. In light of this
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FIGURE 1. System model for weakly secure caching.

consideration, we introduceweak security [13] into the secure
coded caching problem. In the case of weak security, data are
encrypted with other data or shortened keys. Such a secu-
rity constraint has been well studied in [21], [22] and [23].
By combining weak security with coded caching, a feasible
key solution for defending against an eavesdropper with prior
knowledge is proposed in this paper.

III. SYSTEM MODEL
We consider a single-hop content delivery network, as shown
in Fig. 1. The system model consists of one central server,
one eavesdropper Eα and U users {1, 2, . . . ,U} , [U ]. All
users connect to the central server via an error-free shared
link. The central server contains N independent data files
{n1, n2, . . . , nN } , n[N ], where {1, 2, . . . ,N } , [N ]. Each
of the data files is uniformly distributed over[

2F
]
,
{
1, 2, . . . , 2F

}
(1)

with a size of F bits for some F ∈ N. To defend against the
eavesdropper, the central server selectively generates several
random keys [K ] ∈ K as the key files such that K is
sufficiently large. Each k ∈ [K ] is independent and has a size
of Fk ≤ F . Each user u ∈ [U ] has a cache memory of MF
bits in size, whereM can be any real numberM ∈ [0,N ]. The
cache memory can be divided into a data memory ZDu and a
key memory ZKu , with sizes of MDF and MKF , respectively,
i.e., M = MD + MK . The cache gain for all data files is
expressed as

g =
UMD

N
. (2)

Similar to themodel proposed in [6], the system operates in
two distinct phases: a placement phase and a delivery phase.
In the placement phase, the central server stores in the cache
of user u some content Zu, which is a function of [nN ] and [K ].
In the delivery phase, each user u requests one of the files
ndu ∈ [nN ] from the central server. The server is informed
of these requests and transmits a signal X(d1,...,dU ) of RwsF
bits in size over the shared link, where Rws is some fixed real
number. In this paper, we only focus on the static scenario,
in which all users (even mobile users) are always within the
communication range of the server during the storage and
delivery phases. Considering the weak security constraint,
some random keys may be selected to encrypt X(d1,...,dU ) in
the delivery phase. Thereupon, keys will occupyMKF bits of
the cache for each user in the placement phase. By utilizing
the content Zu and the received encrypted signal X(d1,...,dU ),
each user u intends to reconstruct the requested file ndu . The
eavesdropper Eα observes the system and eavesdrops on the
delivery phase. It is assumed that Eα has the ability to access
the placement phase and/or some caches. Note that the eaves-
dropper is distinct from the users. The eavesdropper never
communicates with the server in the system. Some cached
files are leaked to Eα before the delivery phase. We assume
that data files LD ⊂ [nN ] and key files LK ∈ [K ] are leaked
to Eα , where α = |LD| + |LK | = g + s is a function
of g, with s being an integer number satisfying s ≥ −g.
Here, the notation || represents the cardinality of a set. Let
Sα = LD + LK denote all the leaked files. We refer to an Eα
with knowledge of Sα as an α-strength eavesdropper, and we
use N̂α ,

{
n[N ] \ LD

}
to denote the files in which Eα is inter-

ested. Note that it may be possible to learn the strength of the
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eavesdropper from historical statistics. For example, suppose
that the central server knows that there is one eavesdropper in
the network. With statistical results from previous feedback,
one file may be leaked out of every 10 transmitted files
on average. Thus, the server will design the placement and
delivery phases based on this prior knowledge. Alternatively,
the server may set security levels for the transmitted files. For
example, some files may be more important than others. The
server will need to set a higher security level to transmit these
files. In our scheme, the server can assume that there is an
eavesdropper of high strength. Therefore, the secure caching
scheme is designed to defend against most eavesdroppers.
It is possible that only some parts of a file may be leaked
to the eavesdropper in our system. We assume that a file
is considered to be leaked if any part of that file is leaked.
Therefore, knowledge of the detailed content of the leaked
files is unknown to the central server; only the total number
of such files is known. To avoid Eα obtaining any meaningful
information on N̂α during the delivery phase, we define a
weak security constraint as follows.
Definition 1: We say that the delivered files X(d1,...,dU ) are

weakly secure given the knowledge Sα about all files in n[N ]
if, for each file ni ∈ n[N ], we always have

I
(
ni;X(d1,...,dU )|Sα

)
= 0. (3)

The above definition of weak security guarantees that the
delivered files are secure for each single file ni but not that
they are secure for any combination of files. Note that weak
security is in contrast to traditional Shannon security, which
guarantees that the delivered files are secure for all files n[N ].
The mutual information for the above case with the Shannon
security criterion can be expressed as

I
(
n[N ];X(d1,...,dU )|Sα

)
= 0. (4)

Based on its knowledge of the strength of the eavesdropper,
the central server controls the placement of data files and keys
in the cache of each user and processes the transmission of
X(d1,...,dU ) at a rate of Rws while preventing Eα from obtaining
any meaningful information about the data files. Let ndu be
the file that is finally recovered by user u. The probability of
recovery error is defined as

Pe , max
u∈[U ]

Pr
(
ndu 6= ndu

)
. (5)

The information leaked to the eavesdropper is defined as

L , max
(d1,...,dU )∈(n[N ])U

∑
ni∈n[N ]

I
(
ni;X(d1,...,dU )|Sα

)
. (6)

Thus, the memory-rate tradeoff with weak security is defined
as follows.
Definition 2: The memory-rate pair (M ,Rws) is achiev-

able for weak security if there exists an (M ,Rws) weakly
secure caching scheme with Pe ≤ ε and L ≤ ε for any ε > 0
and every sufficiently large file size F. Let3N ,U ,α denote the
region containing all such achievable pairs. The memory-rate
tradeoff with weak security is defined as

R∗ws(M ) , inf{Rws : (M ,Rws) ∈ 3N ,U ,α}. (7)

IV. CODED CACHING SCHEME WITH WEAKLY SECURE
DELIVERY
In this section, we discuss a coded caching scheme that is
aimed at achieving weakly secure delivery to defend against
eavesdropping by an α-strength eavesdropper. Before going
into detail, we briefly review the original coded caching
scheme.

A. CODED CACHING SCHEME
We have already stated that the entire coded caching scheme
can be divided into two phases: the placement phase and the
delivery phase. In the placement phase, given the number of
filesN , the number of usersU and the cache sizeMF for each
user, the central server computes the cache gain g = UM/N .
All data files are split into equally sized fragments:(

ni,T
)
,
{
ni,T : T ∈ {T ⊂ [U ] : |T | = g}

}
. (8)

An equal size for all fragments is required for the xor encod-
ing operation. For each user u ∈ [U ], the file fragments(
ni,T

)
are placed into the cache Zu for all i ∈ [N ] and

u ∈ T . In the delivery phase, according to the request files
{nd1 , . . . , ndU }, the central server broadcasts a set of encoded
signals X(d1,...,dU ) = ⊕u∈Sndu,S\{u} to the requesting users
for all S ∈ {S ⊆ [U ] : |S| = g+ 1}, where S defines a
collection of special subsets in [U ] and the notation S ∈
{S ⊆ [U ] : |S| = g + 1} represents the collection of all
subsets of [U ] such that the size of each subset is equal to
g + 1. Each user u receives the coded signals and utilizes
content in the cache Zu to recover the requested files. Note
that we omit the random delay of the wireless broadcast here.
Our scheme is not sensitive to these types of delays. Such
broadcast delay can also be optimized by wireless scheduling
methods [24], [25] and joint decoding delay methods [26],
[27]. The coded caching method described above achieves a
multiplicative improvement in the savings of the peak rate
during the delivery phase [6].

Reviewing this coded caching scheme, we find the interest-
ing result stated in the following lemmawith regard to weakly
secure delivery.
Lemma 1: If each user in [U ] requests only one distinct

file each time, the signal X(d1,...,dU ) broadcast by the central
server using the coded caching scheme is inherently weakly
secure against an α-strength eavesdropper if α < g.

Proof: Showing that the signal X(d1,...,du) is weakly
secure is equivalent to showing that for all ndu ∈ n[N ],

I
(
ndu;X(d1,...,du)|Sα

)
= 0. (9)

Let X i(d1,...,du) = ⊕u∈Sindu,Si\{u}, with Si ⊆ [U ] : |Si| =
g + 1, be the ith transmission for delivering X(d1,...,dU ).
According to the coded caching scheme, the encoded content
of each coded transmission is different, i.e., nx 6= nk if
nx ∈ X i(d1,...,du) and nk ∈ X j(d1,...,du) for all i 6= j. Hence,
the mutual information of each transmission is as follows for
all i 6= j:

I
(
X i(d1,...,dU ),X

j
(d1,...,dU )

)
= 0. (10)
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Based on the theory of information entropy, we have

I
(
ndu;X(d1,...,du)|Sα

)
=

( U
g+1)∑
i=1

I
(
ndu;X

i
(d1,...,du)|Sα

)

=

( U
g+1)∑
i=1

[
H
(
X i(d1,...,du)|Sα

)
−H

(
X i(d1,...,du)|Sα|ndu

)]
. (11)

Because |Si| = g + 1, the broadcast signal X i(d1,...,du) is
encoded by g+1 file fragments ndu,Si\{u}. For the eavesdrop-
per, the leaked files Sα include at most α independent files.
We adopt the notationX it ⊆ X i(d1,...,du) with t ≤ g+1.We have

H
(
X i(d1,...,du)|Sα

)
= H

(
X it1

)
(12)

and

H
(
X i(d1,...,du)|Sα|ndu

)
= H

(
X it2

)
(13)

with t1 ≥ g+1−α and t1−1 ≤ t2 ≤ t1. Sinceα < g, we know
that t1, t2 > 0. Thus, H

(
X it1
)
> 0, and H

(
X it2
)
> 0. Because

X it1 and X
i
t2 have the same bit length F/

(U
g

)
, substituting (12)

and (13) into (11) yields

I
(
ndu;X(d1,...,du)|Sα

)
=

( U
g+1)∑
i=1

[
H
(
X it1

)
− H

(
X it2

)]

=

( U
g+1)∑
i=1

[
log2

(
F(U
g

))− log2

(
F(U
g

))]
= 0. (14)

This completes the proof. �
Lemma 1 shows that the original coded caching scheme

itself exhibits weak security for a small value of α.

B. WEAKLY SECURE CODED CACHING SCHEME FOR A
GENERAL α
In this section, we focus on a general eavesdropper who may
have a strength of α ≥ g. Given the number of files N ,
the number of users U and the cache size MF , we present
a coded caching scheme in Algorithm 1 that incorporates
an allocation policy for data files and keys in the place-
ment phase and a transmission policy for requested files in
the delivery phase to minimize the meaningful information
leaked to the eavesdropper.

In the placement phase, the server computes g = MU/N
and selectsMD = gN/U as the size of the data cachememory
andMK = (1−g/U ) · t , where t = max{α−g+1, 0}, as the
size of the key cache memory.1 If M − MD < MK , which
means that MK is not sufficiently large for the realization of

1In Line 18 of Algorithm 1, we assume that [1, 0] is an empty set for the
integer set.

Algorithm 1 Weakly Secure Coded Caching
1: function CachePlacement(N , U , MF , α, [nN ],[kK ])
2: g = MU/N ;
3: t = max{α − g+ 1, 0};
4: MD = gN/U ;
5: MK = (1− g/U ) · t;
6: while M −MD < MK do
7: if g=0 then
8: return no feasible key solution.
9: end if
10: g← g− 1;
11: MD = gN/U ;
12: t = max{α − g+ 1, 0};
13: MK = (1− g/U ) · t;
14: end while
15: for all i ∈ [N ] do
16: Split data file ni into equally sized fragments(

ni,T
)
,
{
ni,T : T ∈ {T ⊂ [U ] : |T | = g}

}
;

17: end for
18: for all integer j ∈ [1, t] do
19: Generate random keys(

K j
Tk

)
,
{
K j
Tk : Tk ∈ {Tk ⊆ [U ] : |Tk | = g+ 1}

}
;

20: end for
21: for all u ∈ [U ] do
22: ZDu ← ni,T : ∀i ∈ [N ] if u ∈ T ;
23: ZKu ← K j

Tk : ∀j ∈ [1, t] if u ∈ Tk ;
24: end for
25: end function
26: function CodedDelivery(nd1 , . . . , ndU )
27: for all S ∈ {S ⊆ [U ] : |S| = g+ 1} do
28: X(d1,...,dU )←⊕j∈[1,t]K

j
S ⊕u∈S ndu,S\{u};

29: end for
30: end function

weak security, then the server reduces the cache gain to g− 1
and then recomputesMD = (g−1)N/U . Then, N/U ofM is
reserved forMK fromMD. Through the execution of this loop,
as shown in Lines 2-13, a suitable g is ultimately determined.
Then, the server splits each data file ni ∈ n[N ] into fragments
such that

(
ni,T

)
,
{
ni,T : T ∈ {T ⊂ [U ] : |T | = g}

}
and

stores these fragments in the cache. Because each file is split
into

(U
g

)
fragments, each user should store

(U−1
g−1

)
fragments

of each file. Therefore, the total size of the data files stored
in the data cache memory can be computed as

MD = N

(U−1
g−1

)(U
g

) = gN
U
. (15)

In the delivery phase, each user u ∈ [U ] requests a file
ndu ∈ n[N ]. The server is informed of these requests and
broadcasts a coded signal

X(d1,...,dU ) = ⊕u∈Sndu,S\{u} (16)

for all S ∈ {S ⊆ [U ] : |S| = g+ 1}. The above process
is similar to that in the original coded caching scheme.
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FIGURE 2. Weakly secure coded caching for N = U = 3 and α = {0,1,2}.

However, because of the weak security constraint, the length
of the coded signal must be at least two fragments greater than
the strength α of the eavesdropper. For example, a broadcast
signal A1 ⊕ B1 ⊕ C1 ⊕ D1 is weakly secure for α = 2 but
is not weakly secure for α = 3 because an eavesdropper
who knows any two of {A1,B1,C1,D1} cannot recover any
meaningful signals, whereas the eavesdropper can recover
one meaningful signal with a high probability if he knows
three of {A1,B1,C1,D1}. The server adds t groups of random
keys into the signal as follows:

X(d1,...,dU )|ws = ⊕j∈[1,t]K
j
S ⊕u∈S ndu,S\{u} (17)

where t = max{α − g+ 1, 0}. Note that the keys K j
S need to

be cached during the placement phase. All the keys may also
be leaked to the eavesdropper under the weak security con-
straint. The length of the broadcast signal generated through
this process will be at least α + 2, thereby guaranteeing that
the weak security constraint is satisfied.

C. CACHE MEMORY RESULTS FOR WEAK SECURITY
To achieve this key solution, some keys K j

S must be stored
during the placement phase. We use the following example
to intuitively illustrate the key allocation performed in Algo-
rithm 1.
Example 1: Consider a case of N = 3 files and U = 3

users, as shown in Fig. 2. If we fix the cache gain at g = 1,
then according to (2), the data memory will occupy F bits
in the cache. Let the three files be n1 = A, n2 = B and
n3 = C. Each file is split into equally sized fragments, A =
(A1,A2,A3), B = (B1,B2,B3) and C = (C1,C2,C3), where
all the fragments have an equal size of F/3 bits. In the place-
ment phase, the server fills the data memories in the caches
of all users with ZD1 = (A1,B1,C1), ZD2 = (A2,B2,C2)
and ZD3 = (A3,B3,C3). Suppose that user 1 requests A,
user 2 requests B and user 3 requests C. The coded signals

A2 ⊕ B1, A3 ⊕ C1 and B3 ⊕ C2 are broadcast if there is
no eavesdropping. If there is one eavesdropper of strength
α = 0, then no part of the file fragments can be recovered
because the eavesdropper knows nothing about the files.
Thus, the coded signals are weakly secure, and M = MD = 1
because no key is needed in this case. If we suppose that the
strength of the eavesdropper is α = 1, then at least one
key is needed for each coded signal; i.e., A2 ⊕ B1 ⊕ K1 is
weakly secure against an eavesdropper who knows any one
of A2, B1 and K1. Therefore, the total number of keys is three,
i.e., A2⊕B1⊕K1, A3⊕C1⊕K2 and B3⊕C2⊕K3. Because each
pair of users shares one key, the following are stored in the
key memories of the users: ZK1 = (K1,K2), ZK2 = (K1,K3)
and ZK3 = (K2,K3). Because the size of K1 is equal to the
size of the coded signal, which is F/3 bits, we have M =
MD + MK = 1 + 2/3 = 5/3. If α = 2, then the number of
blocks in each coded signal should be increased to at least 4,
i.e., A2 ⊕ B1 ⊕K 1

1 ⊕K
2
1 . In this case, two groups of keys are

needed. Thus, the following are stored in the key memories of
the users: ZK1 = (K 1

1 ,K
2
1 ,K

1
2 ,K

2
2 ), Z

K
2 = (K 1

1 ,K
2
1 ,K

1
3 ,K

2
3 )

and ZK3 = (K 1
2 ,K

2
2 ,K

1
3 ,K

2
3 ). Because the size of each key

remains F/3 bits, the total cache size is M = 1 + 4/3 =
7/3. If α = 3, then the number of blocks encoded in the
signal should be 5, and we need at least 3 groups of keys.
Accordingly, the cache size is M = 1 + 6/3 = 3, which is
equal to the number of files. In such a case, we can use the
cache to store all data files to achieve perfect security instead
of storing keys. On the other hand, α = 3 also means that the
eavesdropper knows all the files of [N ], and hence, there is
no secure scheme in this case.

Regarding the reservation of space for key storage, one
interesting question concerns the size of the data cache mem-
ory that remains. As shown in Lines 2 to 13 of Algorithm 1,
a dynamic policy is used to compute the size of the data cache.
Given this dynamic policy, we use the following lemmas to
describe the size of the data cache.
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Theorem 1: For a caching scenario with N files, K users,
a cache size of MF = MDF + MKF for each user and a
α-strength eavesdropper, if α < g, where g = KM/N, then
Algorithm 1 is weakly secure for MD ≤ M.

Proof: This theorem follows immediately from
Lemma 1. �
This theorem follows from Lemma 1 because the coded
caching scheme itself possesses weak security. Hence, the full
gain of coded caching is achieved for α < g because no keys
are needed in this case. For α ≥ g, however, determining
appropriate sizes for MD and MK is a complicated problem.
For example, consider the case of N = U = 20 andM = 15.
Evidently, if α < 15, which means that α < g = MU/N =
15, then the case of MD = M = 15 is weakly secure
according to Theorem 1. If α = 15, at least one key needs
to be encoded into each of the broadcast signals. Suppose
that the entire cache memory is filled with data such that
MD = UM/N = 15. To reserve space for key memory in
the cache, the size of the data memory should be reduced.
Let us adopt an adjustable parameter t = g− 1 such that the
new size of the data memory is equal to M ′D = tN/U = 14.
Now, the size of the memory space reserved for key storage
is Mr = MD − M ′D = 1. Without keys, the current coded
signal contains t + 1 = 15 data blocks. To achieve weak
security, at least 15+2−15 = 2 keys should be added into the
coded signal. Then, the amount of key memory occupied in
the cache will be at least 2 (1− t/U) = 3

5 . Because
3
5 < Mr ,

a data memory size of MD = 14 is achievable for α = 15 in
this case. Similarly, we haveMD = 13 for α = 16,MD = 12
for α = 17, and MD = 10 for α = 18. For all α ≥ 19, there
is no feasible key solution because the cache size M is not
sufficiently large. Based on the above discussion, the size of
MD can be derived as stipulated by the following theorem.
Theorem 2: For a weakly secure caching scenario with

N files, K users, a cache size of MF = MDF + MKF
for each user and a α-strength eavesdropper such that g ≤
α ≤ M − 1, Algorithm 1 is weakly secure for MD ≤
N
2U

(
m+

√
(m− 2U )2 − 4U (N −M )

)
with m = α + 1 +

U − N.
Proof: According to the key solution shown in (17),

we know that the size of each key is equal to F/
(U
g

)
. Because

the total number of transmissions is
( U
g+1

)
(the same as the

number of elements in S), to ensure that every g user shares t
keys, the number of keys cached by each user must be

(U−1
g

)
.

Let t = α− g+ 1 for g = KMD/N . Hence, the total memory
size reserved for key files in the cache of each user can be
computed as

MK = t

(U−1
g

)
F(U

g

)
F
= t

(
1−

g
U

)
. (18)

Substituting (18) and (2) into M ≥ MD +MK , we obtain

MD ≤ M −MK

≤ M − t

(
1−

UMD
N

U

)

≤
N

N − t
(M − t). (19)

Because t is a function ofMD, substituting t = α−KMD/N+
1 into (19) and rearranging the terms finally yields

U
N
M2
D+(N − U − α − 1)MD+N (α −M − 1) ≤ 0. (20)

Solving this inequality and taking themaximal solution yields

MD ≤
N
2U

(
m+

√
(m− 2U )2 − 4U (N −M )

)
, (21)

where m = α + 1+ U − N . �
According to (2), Theorem 2 results in the following cache
gain region for the given N , U , M and α:

g≤max
{
1
2

(
m+

√
(m−2U )2−4U (N −M )

)
,
UM
N

}
, (22)

wherem = α+1+U−N . This result shows that the gain that
can be achieved through caching is limited by the strength of
the eavesdropper.

D. MEMORY-RATE TRADEOFF FOR WEAKLY SECURE
CODED CACHING
Reviewing Definition 2, we can derive an achievable rate that
bounds the optimal memory-rate tradeoff R∗ws(M ) from above
within the weak security constraint.
Theorem 3: For N files, one α-strength eavesdropper and

U users, each with a cache size of M ∈ N−t
U · g + t , for

t = max {α − g+ 1, 0} and g ∈ {0, 1, 2, . . . ,U},

R∗ws ≤ R
C
ws(M ) , U ·

(
1−

M − t
N − t

){
1

1+ U M−t
N−t

}
(23)

is achievable. For any α+1 ≤ M ≤ N and α < U, the lower
convex envelope of these points is achievable.

Proof: Because M ∈ N−t
U · g + t , g ∈ {0, 1, 2, . . . ,U}

and t = max {α − g+ 1, 0}, we have α + 1 ≤ M ≤ N .
If g is treated as a variable, the cache memory size can be
parameterized as follows:

M =
N − t
U

g+ t =
N
U
g+

(
1−

g
U

)
t. (24)

According to (2), the sizes of the data and key cache memo-
ries can be expressed as

MD =
N
K
g; MK = M −MD = t

(
1−

g
U

)
. (25)

If M = α + 1, which means that g = 0, then we need at
least α + 1 keys to achieve weak security. The rate satisfies
R∗ws(α + 1) ≤ U . If M = N , all data files can be stored in
the cache. Then, the rate is R∗ws(N ) = 0. Therefore, in the
following proof, we consider the case of α + 1 < M < N
such that g ∈ {1, 2, . . . ,U − 1}.
In the placement phase, each data file

ni ∈ n[N ] is split into equally sized fragments:
(
ni,T

)
,{

ni,T : T ∈ {T ⊂ [U ] : |T | = g}
}
. The total number of frag-

ments of each file is
(U
g

)
. The size of each fragment is thus

F/
(U
g

)
bits. For each i, the fragment ni,T is stored in the cache
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ZuD of user u if u ∈ T . Because |T | = g, user u shares a
fragment of a given file ni with g − 1 of the U − 1 other
users. Thus, each user cachesN

(U−1
g−1

)
fragments. As shown in

Algorithm 1, the total number of transmissions in the delivery
phase is

( U
g+1

)
. The number of keys needed to achieve weak

security is at least t
( U
g+1

)
, where t = max {α − g+ 1, 0}. For

user u ∈ Tk : |Tk | = g + 1, a key KTk is shared with g out
of K − 1 other users. Thus, there are t

(K−1
g

)
keys stored in

the cache of each user. Note that each key file should be of
the same size as the data file fragments, namely, F/

(U
g

)
bits.

Given all these considerations, the number of bits required in
the cache of each user is

N
(
N − 1
g− 1

)
·
F(U
g

) + t · (U − 1
g

)
·
F(U
g

)
=

FNg
U
+ Ft

(
1−

g
U

)
= F

[
Ng
U
+ t

(
1−

g
K

)]
= FM . (26)

In the delivery phase, each user u ∈ [U ] requests one file
ndu ∈ n[N ]. Let S ⊆ [U ] be a subset of |S| = g + 1 users.
Following the placement phase, every g user in S shares a
fragment of a given file, which is requested by the (g + 1)th
user in their caches. Given a user u ∈ S, the fragment
ndu,S\{u} is requested by u but is known by all users in S \ {u}
since |S \{u}| = t . Therefore, the server broadcasts the coded
signal X(d1,...,dU )|ws = ⊕j∈[1,t]K

j
S ⊕u∈S ndu,S\{u} for each

subset S ⊆ [U ]. The number of transmissions is
( U
g+1

)
. Each

transmission is associated with t keys, i.e., there are
( U
g+1

)
keys in this caching system. The total number of bits sent over
the shared link is

RCws(M )F =
(

U
g+ 1

)
·
F(U
g

)
=

U − g
g+ 1

· F . (27)

Substituting g = U (M − t)/(N − t) into (27) and rearranging
the terms, we obtain

R∗ws(M ) ≤ RCws(M ) =
U
(
1− M−t

N−t

)
1+ U (M−t)

N−t

. (28)

Next, we prove that the delivery phase is weakly secure
against a α-strength eavesdropper, i.e.,

I
(
ndu;X(d1,...,du)|Sα

)
= 0. (29)

Let X i(d1,...,du) = ⊕j∈[1,t]K
j
Si ⊕u∈Si ndu,Si\{u} be the ith trans-

mission for delivering X(d1,...,du). As observed from the proof
of Lemma 1, the data part ⊕u∈Sindu,Si\{u} is distinct for all

i ∈
[( U
g+1

)]
. Because we associate t distinct keys with each

transmission, X i(d1,...,du) is also distinct for all i ∈
[( U
g+1

)]
.

Thus, we have

I
(
X i(d1,...,du),X

j
(d1,...,du)

)
= 0. (30)

Then, from the theory of information entropy, it follows that

I
(
ndu;X(d1,...,du)|Sα

)
=

( U
g+1)∑
i=1

I
(
ndu;X

i
(d1,...,du)|Sα

)

=

( U
g+1)∑
i=1

[
H
(
X i(d1,...,du)|Sα

)
−H

(
X i(d1,...,du)|Sα|ndu

)]
. (31)

Because |Si| = t + g + 1, each coded signal X i(d1,...,du) ∈
X(d1,...,du) is encoded into t + g+ 1 subfiles (containing data
and keys). Let X it+g+1 represent a signal X i(d1,...,du) by the
number of subfiles it contains. The knowledge possessed by
the eavesdropper, Sα , consists of max{t − 1, 0} such subfiles.
Therefore, we have

X i(d1,...,du) − Sα ≥ X
i
2. (32)

Considering that for each u ∈ [U ], X i(d1,...,dU ) contains one
fragment of ndu at most; we therefore know that

X i(d1,...,du) − Sα − ndu ≥ X
i
1. (33)

Thus, the entropies satisfy H
(
X i(d1,...,du)|Sα

)
≥ H (X i2) > 0

and H
(
X i(d1,...,du)|Sα|ndu

)
≥ H (X i1) > 0. Because all coded

signals have the same bit length F/
(U
g

)
, we finally have

I
(
ndu;X(d1,...,du)|Sα

)
=

( U
g+1)∑
i=1

[
H
(
X i(d1,...,du)|Sα

)
− H

(
X i(d1,...,du)|Sα|ndu

)]

=

( U
g+1)∑
i=1

[
log2

(
F(U
g

))− log2

(
F(U
g

))]
= 0, (34)

which proves that the rate RCws(M ) is achievable for weak
security. Thus, the proof of Theorem 3 is complete. �
To intuitively illustrate the result of Theorem 3, we review

Example 1 and discuss the memory-rate tradeoff pairs.
Because each file is split into three equally sized fragments,
the size of each fragment is F/3 bits. This indicates that the
size of each coded signal is F/3 bits. Therefore, the rate of
transmission on the shared link is RCws = (3 × F/3)/F = 1.
If α = 0, we know that the required cache size is M = 1.
The memory-rate pair is thus (M ,RCws) = (1, 1). If α = 1,
the required cache size isM = 5/3. The memory-rate pair is
thus (M ,RCws) = (5/3, 1). If α = 2, the required cache size
is M = 7/3, and the memory-rate pair is thus (M ,RCws) =
(7/3, 1). If α ≥ 3, all data can be stored in the cache. Hence,
the memory-rate pair is (M ,RCws) = (3, 0).

V. NUMERICAL RESULTS
In the following, we present a series of numerical results and
evaluate the performance of the proposed scheme in terms
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FIGURE 3. Delivery rates with varying cache memory sizes.

of the delivery rate and cache memory usage. The simulated
model is as illustrated in Fig. 1, containing one central server,
one α-strength eavesdropper and a number of users, each of
whom has a cache of a certain size. All transmissions simu-
lated in this model are transmitted over error-free broadcast
links. Both the delivery rates and the cache memory sizes are
divided by F to obtain their final values in the simulation
results.

A. DELIVERY RATE ON THE SHARED LINK
In this section, we present the delivery rates on the shared
link for our proposed scheme in different scenarios. We first
consider a case with N = 20 files, U = 20 users and s =
α− g = {1, 3, 5}. The observed rates on the shared link with
varying cache sizes are shown in Fig. 3. As shown, when the
cache is small, there is a gap between the weakly secure rates
in the cases of large and small α, i.e., the rate for α − g = 5
is approximately twice that for α − g = 1. The rate achieved
with the insecure coded caching scheme serves as a lower
bound on that achieved with the weakly secure coded caching
scheme because the security requirement incurs some cost for
the addition of keys to the signal. As the cache size increases,
the rate in the weakly secure case becomes asymptotically
equal to that in the insecure case. These results indicate
that weak security against an α-strength eavesdropper can be
achieved at an almost negligible cost for a sufficiently large
cache size.

Next, we consider a case with N = 20 files, a cache size
of M = 10 and s = α − g = {0, 1, 3, 5}. The results for the
observed rates on the shared link in the weakly secure case
with varying numbers of users are shown in Fig. 4. The rate
asymptotically increases as the number of users increases.
The gap between the rates for α−g = 5 and α−g = 1 shows
that a cost is incurred in terms of the rate to defend against a
high-strength eavesdropper. The rate achieved with insecure-
coded caching again serves as a lower bound on the rate of
delivery. However, all these results show that the increase in
the rate with an increasing number of users is bounded. This

FIGURE 4. Delivery rates with varying numbers of users.

FIGURE 5. Fraction of the cache memory used for data storage as the
strength of the eavesdropper varies.

indicates that an acceptable rate is achievable for an arbitrary
number of users.

B. DATA AND KEY MEMORY USAGE IN THE CACHE
In this section, the amounts of memory used for data and key
storage in different scenarios are simulated. We first consider
a case with the number of files fixed at N = 40 and the
size of each cache being M = 20. The number of users
is limited to {5, 10, 20}. The fraction of the cache memory
used for data storage as a function of the strength α of the
eavesdropper is shown in Fig. 5. We can see that the data
memory usage goes to 0 as the strength of the eavesdrop-
per increases. However, within a certain range of strength,
i.e., 0 ≤ α ≤ g + 1, the whole cache memory is filled with
data files. This finding shows that our proposed scheme fully
utilizes the inherent weak security of coded caching. Even
in the range of g ≤ α < 20, the memory space used for data
in the cache forms a convex curve. These simulation results
indicate that the cost of security is negative when the strength
of the eavesdropper is low.
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FIGURE 6. Fraction of the cache memory used for key storage as the
amount of data cache memory used varies.

Next, we observe the amounts of key cache memory used
with different levels of data cache memory usage. We con-
sider the case of N = 20 files, U = 20 users and an
eavesdropper with a strength of α = {g + 1, g + 3, g + 5}.
The simulation results are shown in Fig. 6. The purpose of this
simulation setup is to illustrate the tradeoff between data and
key memory usage in the cache. As shown, the key memory
size decreases as the data memory size increases. This is
because an increase in the data memory size causes the cache
gain g to increase since g = MDU/N . We also find that the
ratio MK/M decreases dramatically at small α. This shows
that the user cache is predominantly used for data storage
when the strength of the eavesdropper is low. The above
results demonstrate that the key cost is negative for both a low
eavesdropper strength and a large amount of cached data.

VI. CONCLUSION
In this paper, we investigate the problem of weakly secure
caching in the presence of a powerful eavesdropper who
knows some of the cached content before the delivery phase.
We show that some security demands can be satisfied by the
original coded caching scheme itself without any keys if the
strength of the eavesdropper is not high. For the case of a
high-strength eavesdropper, we propose a key-based weakly
secure caching scheme in which multiple random keys are
introduced into the caching system to achieve weak security.
The amount of key memory used in the cache is optimized to
achieve the highest possible cache gain in terms of the rate of
content delivery. The memory-rate tradeoff is presented for
eavesdroppers with different strengths. Our analysis shows
that the key cost is negative for a large cache memory size and
a large number of users. We also reveal the tradeoff between
the amounts of memory used for data and key storage for a
given cache size. Finally, we evaluate the performance of our
scheme through numerical simulations. In our future work,
we will extend the current work by considering nonuniform
file popularity and multiple eavesdroppers with noisy links.
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