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ABSTRACT The main advantage of multicast over multi-unicast is the existence of transmission reuse,
i.e., the cooperation among destinations. This intrinsic characteristic benefits the multicast regarding the
enhancement of transmission efficiency. Consequently, multicast is extensively studied under various
wireless environments. Yet people still have limited understanding on the impact of node mobility on
the transmission reuse when multicast is applied instead of multiple unicast. In this paper, we focus on
the correlated mobility which captures the feature of real mobility processes, to study its influence on
transmission reuse inmobile ad hoc networks (MANETs). Specifically, we quantify the transmission reuse as
multicast gain, i.e., the capacity ratio of multicast andmulti-unicast under certain delay constraint.We design
a multi-layer routing protocol and propose different kinds of causal scheduling policies, under which the
overall multicast capacity-delay tradeoff is derived by exploring various correlation degrees of nodemobility.
Compared with the capacity-delay tradeoff in unicast case, we calculate the multicast gain. Results show
that the correlation of node mobility greatly influences the multicast gain, and in certain cases network can
achieve the upper bound of multicast gain regardless of the logarithmic factor.

INDEX TERMS Correlated mobility, multicast, transmission scheduling.

I. INTRODUCTION
Multicast, an one-to-many traffic pattern, enables network
links to be reused when a single source serves multiple desti-
nations. Therefore, multicast plays an important role in many
applications like group communications within military net-
works, content dissemination in online social networks, emer-
gency alarming for earthquake disaster, etc. Compared with
the multi-unicast mechanism, the capacity gain is obtained
in multicast via sharing links for the destinations and coop-
eration among them. Li et al. [1] analyzed the capacity of
wireless static networks where each source is associated with
k destinations. They showed that each node can achieve
2(1/
√
nk log n) and 2(1/n) multicast capacity when k =

O(n/ log n) and k = �(n/ log n) respectively. This result
indicates that the transmission benefits frommulticast instead
of multi-unicast, as 2(1/

√
k) links are saved and reused for

transmission.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jose Saldana .

With the increasing development of mobile wireless
devices including smartphone, pad, portable entertainment
device, etc., the research on the impact of node mobility
on the network performance draws much attention within
network communities. Grossglauser and Tse [2] first incorpo-
rated mobility into the study of ad hoc networks and showed
that the unicast capacity can be raised to O(1) at the expense
of unbounded delay based on random i.i.d mobility model.
Wang et al. [3] first defined the multicast in mobile networks
as ‘‘MotionCast’’ and studied the delay and capacity tradeoff
for multicast in MANETs. Since then, research on multicast
performance in wireless mobile networks was extensively
developed including the multicast performance under various
mobility models [4]–[7] and realistic application scenarios
such as buffer constraint [8] and cognitive radio networks [9].
Further, some literatures focused on improving the multicast
capacity and delay via infrastructure support [10], network
coding [11] and cooperation among nodes [12], [13]. In these
works, results demonstrate that mobility can also increase
the multicast capacity and different mobility models bring
different capacity gains, compared with the static case.
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In static networks, Li et al. [1] proved that better trans-
mission efficiency is realized in multicast compared with
multi-unicast. Meanwhile, due to the stable topology of static
networks, the network scheduler can conveniently collect the
associated state information of each node such as location,
buffer load and power consumption. Therefore, the link reuse
as well as the cooperation among nodes is easy to man-
age, which can better enhance the transmission efficiency.
As for the mobile situation where the topology changes over
time, we doubt if the capacity gain can still be achieved
when operating multicast instead of multi-unicast? In this
paper, we study the above problem by utilizing the correlated
mobility model [14], [15], which covers a broad range of
mobility models and captures the feature of real mobility
processes [16]–[19].

According to the correlated mobility model, nodes are
organized into different groups with one center node in each
group. Then, each center nodemoves over slot around the net-
work according to the i.i.d. mobility model, dragging behind
all the nodes belonging to the same group. Note that in the
long term, all nodes will visit the entire network. The trajec-
tories of individual nodes are not independent but constrained
to jointly follow the same or similar motion path, which
reflects the correlation of node movements. The correlated
node mobility is common in the real world. For example,
many buses travel in the city with each bus carrying a certain
number of passengers and soldiers are organized into differ-
ent troops marching in the battlefield. With various degrees
of node correlations, the network topology changes and influ-
ence the network performance. Thus we try to figure out how
the correlation of node mobility affect the performance gain
between multicast and multi-unicast. In particular, we focus
on the following two open questions in this paper:
• What is the upper bound of the optimal capacity-delay
tradeoff for multicast under correlated mobility?

• How does the correlation of node mobility impact the
transmission reuse in mobile ad-hoc networks?

To address the above questions, we quantify the trans-
mission reuse as multicast gain, i.e., the capacity ratio of
multicast and multi-unicast under certain delay constraint.
By designing a layered routing protocol and different causal
scheduling schemes, we first derive the upper bound of
optimal multicast capacity-delay tradeoff under correlated
mobility. Then we calculate the multicast gain under vari-
ous correlation degrees of node mobility, compared with the
capacity-delay tradeoff in unicast case.

Based on the multicast gain we study, we have the fol-
lowing interesting observations: 1) The correlation of node
mobility is an essential feature that affects the node coop-
eration and link reuse during multicast communications in
a wide range. 2) Very strong node correlation can greatly
improve the multicast gain. It can even achieve the upper
bound of multicast gain up to a logarithmic factor, i.e., the
performance of multicast is almost equivalent to that of multi-
unicast, which can hardly be found in other mobility models.
3) Very weak node correlation can also improve the multicast

TABLE 1. Notations.

gain to a certain extent. 4) The distinction between multi-
cast and multi-unicast is weak when nodes show medium
correlation.

The rest of the paper is organized as follows. In Section II,
we introduce our system model and basic notations.
In Section III, we briefly analyze the multicast gain and
give a summary of main results. The multicast capacity-delay
tradeoff under various correlation degrees of node mobility is
studied in Section IV. We conclude the paper in Section V.

II. SYSTEM MODEL AND NOTATIONS
We consider the network extension as a

√
n ×
√
n square

region with wrap-around conditions (i.e., a tours), to avoid
border effects. All the n nodes are organized into m = 2(nv)
(0 ≤ v < 1) groups. Each group has a group leader and
covers a circular area with radius R = 2(nβ ) (0 ≤ β ≤ 1/2).
We call such groups as clusters and the group leader as the
cluster center. According to the node partitioning process,
each cluster contains q = 2(n/m) nodes.1 According to
the definition of multicast, we assume each source node is
designated for nd destinations, where nd = nγ and 0 ≤
γ < 1. In addition, the nd destinations are randomly selected
amongmax{m−1, 1} other clusters. The definitions of system
parameters are summarized in Table 1.

A. TIME SCALE
Time is divided into slots of equal unit duration. All nodes
move over slots and keep static during a particular slot.
In addition, we consider slow mobility time scale here,
i.e., the speed of node movement is much slower than that of
packet transmission. Thus themulti-hop transportation can be
realized within one slot.

B. CORRELATED MOBILITY
The correlated mobility process of a given node is described
by the combination of two movements, i.e., a group (cluster)
movement and a node movement:
• The Group Movement: For group movement, we assume
that the location of each cluster center is updated at each
slot by choosing a new location uniformly at random in

1It will not change our result if the number of nodes within each cluster is
not exactly the same but remains 2(n/m).
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the network area, independently from any other cluster
center. Once the new location of a cluster center has
been selected, all nodes belonging to this cluster have
to move to a place close to it (i.e., inside a region of area
πR2 around the cluster center). The degree of correlation
in the node mobility process can be increased either by
reducing the area of each cluster-region or reducing the
number of clusters.

• The Node Movement: Once a node of a group reaches
the place close to the new location of the respective
cluster center, it moves to a position chosen uniformly
at random within the cluster-region of area πR2 around
the cluster center.

The above movement describes the correlated mobility in
our work. We observe that either reducing the number of
clusters or the area each cluster covers will achieve strong
correlation of node mobility. Depending on the values of β
and v, we can divide our analysis into two different regimes:
1) cluster sparse regime (v + 2β < 1): the total areas mR2

that all clusters cover is o (n), which shows strong correlation
of node mobility; 2) cluster dense regime (v + 2β ≥ 1): the
total areas mR2 that all clusters cover is ω (n), which shows
weak correlation of node mobility.2

C. TRAFFIC PATTERN
We assume each node is a source node associated with
nd = o (n) destinations, which are randomly and indepen-
dently chosen among all the other nodes in the network.
We also assume the nd destinations are uniformly chosen
among all the clusters excluding the cluster of the source.
Then sources send packets to their nd destinations respec-
tively via a common wireless channel and we utilize the
protocol model in [20] to reduce the interference.

D. DEFINITION OF CAPACITY AND DELAY
Suppose that all sources communicate with their nd desti-
nations at the same rate λ. Let D̄ denote the average delay
over all messages among all source-destination pairs. Let λi
(i = 1, . . . , n) denote the sustainable rate of data flow dfi
(i = 1, . . . , n) for node i. Db,k (b = 1, . . . , λnT , k =
1, . . . , nd ) represents the delay for packet b. Assume that
λ = min{λ1, λ2, . . . , λn−1, λn} and D̄ =

∑λnT
b=1(

∑nd
k=1 Db,k

/nd )/λnT . Then λ = 2
(
f (n)

)
is defined as the asymptotic

capacity if there exists constants c > c′ > 0, such that

lim
n→∞

Pr(λ = cf (n) is achievable) < 1,

lim
n→∞

Pr(λ = c′f (n) is achievable) = 1.

Meanwhile, D̄ = 2
(
g(n)

)
is defined as the asymptotic delay

as well.

2The degree of correlation of node mobility can be adjusted by changing
the values of β and v

FIGURE 1. Multicast gain of correlated mobility.

III. MULTICAST GAIN AND MAIN RESULTS
In this section, we introduce the multicast gain and show how
the correlation of node mobility influences the multicast gain
based on our results.

Regarding one multicast session with one source and
nd destinations as nd -multi-unicast transmission, i.e., we sep-
arate the nd -destination multicast into nd independent one to
one unicast. Note that, the multi-unicast mechanism makes
the source node repeatedly sending copies of the same packet,
this behavior wastes many network resources (e.g., band-
width) which could have been reused for transmitting packets
from other sources. As network links are usually shared
by multiple data flows and the network capacity is limited,
repeatedly transmitting the same data packets decreases the
average throughput of not only a single multicast session but
also the whole network. Thus, transmission reuse basically
illustrates how much network resources can be preserved to
deliver as many different packets as possible rather than being
wasted on the duplicated packets. To give the quantitative
analysis of transmission reuse, we define the multicast gain
as the capacity ratio of multicast and multi-unicast under a
certain delay constraint. Because high ratio of transmission
reuse implies that more network resources are preserved for
delivering different multicast packets wither from the same
source or from other sources, which results in high aver-
age network throughput. Specifically, we set capacity-delay
tradeoff as a function of capacity λ with variable of delay D,
i.e., λ(D) = f (D). λm and λmu denote the capacity ofmulticast
and multi-unicast, respectively. Given a delay D1, the multi-
cast gain G is

G =
λm(D1)
λmu(D1)

.

In Fig.1, we clearly show the variation of multicast gain
versus the node correlation index v + 2β. First, we briefly
explain the upper bound and lower bound of the multicast
gain, which are θ (nd ) and θ (1) respectively. For a generic
multicast session and packet b, the best case is that b can be
successfully delivered to all the nd destinations within one
unicast slot, then the total amount of throughput for multicast
is bnd compared with b in the unicast. Thus, the upper bound
θ (nd ) is achieved. Similarly, the worst case is that during one
unicast slot only one of the nd destinations receives packet b.
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FIGURE 2. The red node and yellow node denote the source and
destination. Green line indicates the successful delivery of packet and
gray line indicates the unsuccessful case.

Then, we easily get the lower bound ofmulticast gain as θ (1).
We show the two cases in Fig.2.

Based on the multicast capacity-delay tradeoff in both
cluster sparse regime λs = O (f (D)) and cluster dense
regime λd = O (f (D)), we can easily get the multicast gain
compared with the results in [22]. The variation tendency of
the multicast gain gives a whole picture about the impact
of correlation of node mobility on the transmission reuse.
Specifically, when 0 < v + 2β < 1, i.e., the node mobil-
ity shows strong correlation, the multicast gain is relatively
high. As the value of v + 2β tends to 0, the multicast gain
continues to increase until it approaches the upper bound of
θ (nd ). Under the strong correlation of node mobility, traces
of certain amount of mobile nodes tend to be regular and
tractable. Therefore, the network topology is easier to control
by the scheduler, which is important for managing the node
cooperation and link reuse.When 1<v+2β<2, i.e., the node
mobility showsweak correlation, themulticast gain is smaller
than that of the strong correlation case. It is intuitive that
the multicast gain should decrease as the correlation of node
mobility weakens, i.e., v + 2β → 2. However, from Fig.1
we can find that the multicast gain increases as v+2β ranges
from 1 to 2. It can be justified as follows.When the correlation
weakens, different clusters overlap with each other w.h.p.
and nodes of different clusters achieve much better effect
of interactions, although the cooperation within each cluster
falls off. Furthermore, the multicast gain is smallest when
v+2β = 1, which can be easily explained that when v+2β =
1 (i.e., node mobility shows medium correlation), neither the
cooperation within each cluster or the interaction between
clusters is active.

IV. CAPACITY-DELAY TRADEOFF FOR MULTICAST
According to the definition of multicast gain, i.e., the capacity
ratio of multicast and multi-unicast under certain delay con-
straint, we need to study the capacity-delay tradeoff of both
multicast and unicast for correlated mobility. As the unicast

case has already been addressed in [22], in this paper we
focus on the tradeoff in the multicast case. Based on this,
we calculate the multicast gain and obtain the result.

A. CLUSTER SPARSE REGIME: V + 2β < 1
1) ROUTING SCHEME FOR CLUSTER SPARSE REGIME
Consider a particular packet b and a particular traffic flow,
i.e., s −→ d , we show how packet b traverses from the
source to its destination. According to the feature of cor-
related mobility, we divide the transmission into two parts:
1) inter-cluster transmission, i.e., the transmission among
clusters; 2) intra-cluster transmission, i.e., the transmission
within a cluster. In the following, we analyze the routing
process illustrated in Fig.3.

a: INTER-CLUSTER TRANSMISSION
In this part, we establish a three-layer routing scheme to
highlight the different stages of the packet routing.
• Layer 1: In this layer, when the cluster of source nodeCs
(i.e., the red circle) meets any circle including the cluster
of destinationCd (i.e., the yellow circle), the source node
delivers packet b to one relay (i.e., the green node) in
the cluster which it came across through one-hop unicast
transmission.

• Layer 2: The main function of layer 2 is to spread b to
as many clusters as possible. In Fig.3, we color a cluster
without b grey (i.e., the grey circle). When the cluster
containing b (i.e., Cr , the green circle) comes across a
grey circle, the relay node in Cr hands over b to another
relay node of the grey circle. After that, the grey circle
turns green, i.e., becomes Cr . The whole process can be
viewed as a virus disseminating. The Clusters Cr will
not stop infecting the grey circles until all clusters of
destination Cd received packet b.

• Layer 3: After a period of time, the number of Cr is get-
ting larger. When Cr meets a cluster of destination Cd ,
then the relay node in Cr delivers b to Cd . In addition,
considering themulticast case, the transmission between
any two clusters of destination is allowed, i.e., when
a Cd containing b meets another Cd without b, then
packet b can be delivered from one to another. Thus,
the transmission reuse is activated compared with the
multi-unicast.

Remark 1: It is worth noting that the transmission within
the three layers do not have to operate in sequence, i.e., the
transmission in different layers like Cr to Cr , Cr to Cd , Cd
to Cd can happen in any slot, on condition that the network
exists certain amount of clusters containing b (This can be
realized when the system tends to be stable).

b: INTRA-CLUSTER TRANSMISSION
We present the two-layer transmission as follows:
• Layer 1: When packet b arrives at Cd , the relay node
first broadcasts b to other nodes within the transmission
range. Then the new relay nodes who carry b move
around and deliver b to other nodeswhich theymeet until
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FIGURE 3. Transmission in cluster sparse regime.

TABLE 2. Illustrations of parameters in cluster sparse regime.

any one of the relays enters the capture region of the
destination. The capture region is defined as a circular
area that each destination covers. The size of this area
can be adjusted by trading off the capacity and delay.

• Layer 2: Once the relay node enters the capture region,
packet b is transmitted from the relay node to the final
destination via multi-hop transmission. The whole pro-
cess is finished within one slot, as we use the slow
mobility time scale.

Similarly, the transmission within the two layers do not
have to operate in sequence after the system get stable.

2) SCHEDULING POLICY FOR CLUSTER SPARSE REGIME
The network scheduler has the whole information of current
and past network status, which can schedule any radio trans-
mission in current and future slot. This casual scheduling cov-
ers a certain amount of scheduling schemes and is helpful to
derive the capacity-delay tradeoff. In each slot, the scheduler
needs to make either of the following two decisions:
• Duplication: The scheduler needs to decide whether to
duplicate packet b to other nodes and what kind of
duplication it should create. Under the cluster sparse
regime, there are two kinds of duplication. The first one
is inter-cluster duplication, i.e., to transmit packet b to
the clusters of destinations. Former work [22] showed
that increasing the number of inter-cluster duplication
in each cluster cannot decrease the transmitting delay.

The second one is intra-cluster duplication. Its function
is to transmit packet b to the destinations located in
the same cluster. The scheduler also needs to consider
how to create the duplication, using one-hop, multi-hop,
or broadcast transmission.

• Capture: The scheduler needs to decide whether to trans-
mit packet b to destination k in the current slot. If yes,
the scheduler needs to choose a relay node which arrives
within the capture region or the source itself at the begin-
ning of that slot, and forward packet b to the destination
via multi-hop transmission. We define the radius of the
capture region as the capturing range.

Compared with the unicast case in [22], the derivation of
capacity-delay tradeoff for multicast is much more compli-
cated since there are multiple destinations which are associ-
ated with one source node. The formula derivation is complex
and needs more related scheduling parameters, which are
given in Table 2. Note that each cluster contains at most an
inter-cluster duplication for each packet. In addition, the total
delay is denoted as Ds, which is divided into two parts. DsI is
denoted as the delay needed for packet b to create inter-cluster
duplication and transmission among clusters. DsII is denoted
as the delay of transmission within the cluster containing
destinations.
Remark 2: Before studying the capacity-delay tradeoff,

we briefly outline the logic flow of calculating the tradeoff.
First we explore the fundamental relationship between the
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delay, capacity and various scheduling parameters including
the number of relays, the size of capture region, the number
of hops, etc. These scheduling parameters correlate closely
to the network performance. Then, we establish formulas
to depict the quantitative relationship between them, which
can be utilized to derive the upper bound of capacity-delay
tradeoff later. In addition, the deducing process is complex
for many mathematical tools being involved. We try hard to
simplify it and emphasize the key issues.

3) CAPACITY-DELAY TRADEOFFS I
In this section, we assume nd ≤ m, i.e., there are nd clusters
with 2(1) destinations in each of them. We first introduce
some basic tradeoffs and then use them to derive the upper
bound of optimal capacity-delay tradeoff for multicast.
Proposition 1: Under cluster sparse regime and nd ≤ m,

the delay for packet b and its scheduling parameters comply
with the following inequalities.

cs1 log nE[D
s
I ,k ] ≥

n
R2E[Rcsb,k ](nd − k + 1)

cs2 log nE[D
s
II ] ≥

R2

E[Rd sb,k ]E[l
s
b,k +

mR2
n2

]2
(1)

where DsI =
∑nd

k=1 D
s
I ,k , E[D

s] = E
[∑nd

k=1 D
s
I ,k

]
+ E[DsII ],

cs1 = 6π and cs2 = 8π . As the two constants would not
affect the asymptotic properties of the above two inequalities
in Equation (1), we just use two symbols to represent them,
which is more convenient for later calculation when Equa-
tion (1) is involved.
Proposition 2: Under cluster sparse regime and nd ≤ m,

the capacity per multicast session and its scheduling param-
eters comply the following inequality, cs3 is a constant.

E
[ λsnT∑
b=1

π12

4

( nd∑
k=1

hsb,k∑
h=1

rhb,k
2

mR2
+

nRcsb
mR2∑
h=1

rhb
2

mR2

)]

+

λsnT∑
b=1

12

4

∑nd
k=1 E[Rd

s
b,k ]− nd

n
≤ cs3WT log n (2)

The proof of above two propositions are similar as [21],
so we omit them here. Proposition 1 and Proposition 2 jointly
depict the fundamental relationship between the delay, capac-
ity and some key radio resources. Based on Inequality 1,
we can find that the delay can be reduced if we increase either
the number of relays or the capturing range. Because a larger
number of relays results in higher probability of the packet
being captured by the destination. This reason also holds for
increasing the capturing range. However, more relays gen-
erated, more bandwidth resources consumed, which would
decrease the network capacity. In addition, as the captur-
ing range increases, the number of concurrent transmission
within the area that the capture region covers is reduced,
which poses the negative impact on capacity. Some other
related tradeoffs can be simply derived as in [22], which we
omit here.

WhenDsII ≥ D
s
I ,D

s
II dominates when n is large. Hence, for

n large enough, we focus on the delay of transmission within
the cluster of destinations, which is shown in Lemma 1.
Lemma 1: When DsII ≥ DsI and nd ≤ m, under cluster

sparse regime, let D̄s1 be the mean delay averaged over all
packets and let λs1 be the capacity per multicast session.
The following upper bound holds for any causal scheduling
policy,

(λs1)
3
≤ O

(
mD̄s1
n(nd )3

log3 n
)

(3)

Proof: When
∑nd

k=1 h >
nRc
mR2

and λs1 = O(log n/nd ),
according to Proposition 2 and Cauchy-Schwarz Inequality,

π12

8nmR2

( λs1nT∑
b=1

nd∑
k=1

E[lsb,k ]
)2

+
12

8n

λs1nT∑
b=1

nd∑
k=1

E[Rd sb,k ]≤WT log n (4)

According to Inequality (1) and Holder Inequality

1(∑nd
k=1 E[l

s
b,k ]∑nd

k=1 1

)2 ≤ (
∑nd

k=1
1

E[lsb,k ]∑nd
k=1 1

)2

≤

∑nd
k=1

1
(E[lsb.k ])2E[D

s
II ,k ]∑nd

k=1 1

∑nd
k=1 E[D

s
II ,k ]∑nd

k=1 1

We assume DsII =
∑nd

k=1 D
s
II ,k∑nd

k=1 1
, then

nd∑
k=1

E[Rd sb,k ] ≥
R2

log n
(nd )3

(
∑nd

k=1 E[l
s
b,k ])

2DsII

Applying the similar process and assuming that D̄sII =∑λsnT
b=1 DsII∑λsnT
b=1 1

, we can obtain that

λs1nT∑
b=1

nd∑
k=1

E[Rd sb,k ] ≥
R2(nd )3

log n

(λs1nT )
3

(
∑λs1nT

b=1
∑nd

k=1 E[l
s
b,k ])

2D̄sII
(5)

Substituting (5) into (4), we have

12R2(nd )3

8n log n

(λs1nT )
3

(
∑λs1nT

b=1
∑nd

k=1 E[l
s
b,k ])

2D̄sII

+
π12

8nmR2

( λs1nT∑
b=1

nd∑
k=1

E[lsb,k ]
)2
≤ WT log n√

π14(ndλs1T )
3n

64m log nD̄s1
≤ WT log n

In order to prove the existence of equality of maximum
throughput, all inequalities in the former proof should hold
with equality. By studying the conditions under which these
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TABLE 3. The order of optimal values of the scheduling parameters under
cluster sparse regime when Ds

II ≥ Ds
I and nd ≤ m.

inequalities are tight, we can identify the optimal values of
various key parameters of the scheduling policy. We assume
D̄s1 = nd and results are summarized in Table 3. �
Similarly, the next lemma illustrates the capacity-delay

tradeoff of transmission among clusters.
Lemma 2: When DsII < DsI and nd ≤ m, under cluster

sparse regime, let D̄s2 be the mean delay averaged over all
packets and let λs2 be the capacity per multicast session.
The following upper bound holds for any causal scheduling
policy,

λs2 ≤ O
( mR4D̄s2
n2 log nd

log3 n
)

(6)

Proof: According to Inequality (1), we have:

cs1 log n
nd∑
k=1

E[DsI ,k ] ≥
nd∑
k=1

n
R2E[Rcsb,k ](nd − k + 1)

E[Rcsb] ≥
n log nd

cs1E[D
s
I ]R

2 log n
λs2nT∑
b=1

E[Rcsb] ≥
n log nd
cs1R

2 log n

λs2nT∑
b=1

1
E[DsI ]

≥
n log nd
cs1R

2 log n

(
∑λs2nT

b=1 1)2∑λs2nT
b=1 E[DsI ]

=
n log nd

∑λs2nT
b=1 1

R2 log nD̄s
.

Based on Proposition 2, assuming
∑nd

k=1 h
s
b =

nξnRcsb/(mR
2) and λs2 = O(1/nd ), we obtain

π12n
4m2R4

λs2nT∑
b=1

(1+ nγ )E[Rcsb]E[r
h
b ]

2

log n
≤ 2cs2WT log n

π12n(1+ nγ ) log ndE[rhb ]
2

4m2R4 log2 n

nλs2nT

cs1R
2D̄s2
≤ 2cs2WT log n (7)

We assume E[rhb ] = 2(
√
m/nR) to ensure the network

connectivity. Therefore

λs2 ≤
8cs1c

s
2WT

π12

mR4D̄s2 log
3 n

n2 log nd
≤ O

( mR4D̄s2
n2 log nd

log3 n
)

Similarly, we are able to identify the optimal choices of
various key parameters of the scheduling policy. We assume
D̄s2 = nd . Results are summarized in Table 4. �

TABLE 4. The order of optimal values of the scheduling parameters under
cluster sparse regime when Ds

II < Ds
I and nd ≤ m.

4) CAPACITY-DELAY TRADEOFFS II
In this section, we discuss the case of nd > m, i.e., each
cluster contains 2(nd/m) destinations. The derivation of the
upper bound of capacity-delay tradeoff follows the same logic
as in Section IV-A-3.
Proposition 3: Under cluster sparse regime and nd > m,

the delay for packet b and its scheduling parameters comply
with the following inequalities

cs4 log nE[D
s
I ,k ]≥

n
R2E[Rcsb,k ](m− k + 1)

cs5 log nE[D
s
II ,k ]≥

R2

E[Rd sb,k ]E[l
s
b,k +

mR2
n2

]2( ndm −k+1)
(8)

where DsI =
∑m

k=1 D
s
I ,k , D

s
II =

∑nd/m
k=1 DsII ,k , E[D

s] =

E
[∑m

k=1 D
s
I ,k

]
+ E

[∑nd/m
k=1 DsII ,k

]
, and cs4 and c

s
5 are two

positive constant.
Proposition 4: Under cluster sparse regime and nd > m,

the capacity per multicast session and its scheduling param-
eters comply with the following inequality

E
[ λs1nT∑
b=1

π12

4

( nd∑
k=1

hsb∑
h=1

rhb,k
2

mR2
+

nRcsb
mR2∑
h=1

rhb
2

mR2

)]

+

λs1nT∑
b=1

12

4

∑m
k ′=1 E[Rd sb,k ′ ]− nd

n
≤ cs6WT log n

Similarly, we omit the proofs here for simplicity.
Proposition 3 and Proposition 4 illustrate the basic tradeoff
of the delay, capacity, number of relays and the size of cap-
ture region. Different from Inequality (1) in Proposition 1,
Inequality (8) is much more complex. In the case of nd > m,
each cluster contains more than one destinations. Within each
cluster, packet b is supposed to deliver to θ

( nd
m

)
destina-

tions, which causes severe competition for the limited radio
resources. Thus, the delay issue becomes the major concern.
However, a larger number of destinations may result in a high
probability of packet b being captured.

Following the same logic of analysis in Section IV-A-3,
we divide the proof into two parts. The first part illustrates the
transmission within the cluster of destinations, i.e.,DsII ≥ D

s
I .

The second part illustrates the transmission among clusters,
i.e., DsII < DsI .
Lemma 3: When DsII ≥ DsI and nd > m, under cluster

sparse regime, let D̄s1 be the mean delay averaged over all
packets and let λs1 be the capacity per multicast session.
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The following upper bound holds for any causal scheduling
policy,

(λs1)
3
≤ O

( D̄s1
n2dn

log3 n
)

(9)

Proof: According to Inequality (8),

E[lsb,k ]≥

√
R2

cs1E[D
s
II ,k ]E[Rd

s
b](

nd
m − k + 1) log n

nd/m∑
k̂=1

E[lsb,k ]≥
R√

cs1E[Rd
s
b] log n

nd/m∑
k̂=1

1√
E[DsII ,k ](

nd
m −k+1)

≥
R√

cs1E[Rd
s
b] log n

[∑nd/m
k̂=1

( ndm − k + 1)−
1
4

]2
∑nd/m

k̂=1

√
E[DsII ,k ]

≥
R√

cs1E[Rd
s
b] log n

( ndm )
3
2√∑nd/m

k̂=1
E[DsII ,k ]

∑nd/m
k̂=1

1

Then( nd/m∑
k̂=1

E[lsb,k ]
)2

≥
R2(nd )2

m2E[Rd sb]E[D
s
II ] log n

E[Rd sb] ≥
R2(nd )2

m2(
∑nd/m

k̂=1
E[lsb,k ])2E[D

s
II ] log n

m∑
k ′=1

E[Rd sb]

≥
R2(nd )2

m2 log n

m∑
k ′=1

1

(
∑nd/m

k̂=1
E[lsb,k ])2E[D

s
II ]

≥
R2(nd )2

m2 log n
(
∑m

k ′=1 1)
3

(
∑m

k ′=1
∑nd/m

k̂=1
E[lsb,k ])2

∑m
k ′=1 E[DsII ]

=
R2(nd )2

m2 log n
m3

(
∑nd

k=1 E[l
s
b,k ])

2
∑m

k ′=1 D̄
s
b

Similarly,

λs1nT∑
b=1

m∑
k ′=1

E[Rd sb] ≥
R2(nd )2m(λs1nT )

3

(
∑λs1nT

b=1
∑nd

k=1 E[l
s
b,k ])

2D̄s log n
(10)

When
∑nd

k=1 h >
nRc
mR2

and λs1 = O(log n/nd ), we substitute
Inequality (10) and obtain that√

1
nmR2

R2(nd )2m(λs1nT )
3

nD̄s1 log n
≤ WT log n (11)

The optimal values of various key parameters of scheduling
policy are summarized in Table 5. �
Next, we study the case when DsII < DsI , i.e., the transmis-

sion among clusters.

TABLE 5. The order of optimal values of the scheduling parameters under
cluster sparse regime when Ds

II ≥ Ds
I and nd > m.

Lemma 4: When DsII < DsI and nd > m, under cluster
sparse regime, let D̄s2 be the mean delay averaged over all
packets and let λs2 be the capacity per multicast session.
The following upper bound holds for any causal scheduling
policy,

λs2 ≤ O
( mR4D̄s2
n2 logm

log3 n
)

(12)

Proof: According to Inequality (8),

cs4 log n
m∑
k=1

E[DsI ,k ] ≥
m∑
k=1

n
R2E[Rcsb,k ](m− k + 1)

E[DsI ] ≥
n logm
R2E[Rcsb]

λs2nT∑
b=1

E[Rcsb] ≥
n logm
cs4R

2 log n

λs2nT∑
b=1

1
E[DsI ]

≥
n logm
cs4R

2 log n

(
∑λs2nT

b=1 1)2∑λs2nT
b=1 E[DsI ]

=
n log nd

∑λs2nT
b=1 1

cs4R
2 log nD̄s

We assume
∑nd

k=1 h
s
b = nξnRcsb/(mR

2) and λs2 = O(1/nd ).
According to Proposition 4, we obtain

π12n
4m2R4

λs2nT∑
b=1

(1+ nγ )E[Rcsb]E[r
h
b ]

2

log n
≤ 2cs6WT log n

π12n(1+ nγ ) logmE[rhb ]
2

4m2R4 log2 n

nλs2nT

cs4R
2D̄s2
≤ 2cs6WT log n

λs2 ≤
8cs4c

s
6WT

π12

m2R6D̄s2
n3 logm

×
log3 n

(1+ nγ )E[rhb ]2

We assume E[rsb] = 2(
√
m/nR) to ensure the network

connectivity. Therefore

λs2 ≤
8cs4c

s
6WT

π12

mR4D̄s2 log
3 n

n2 logm

We assume D̄s2 = nd , the optimal values of vari-
ous key parameters of scheduling policy are summarized
in Table 6 �
Theorem 1: Under cluster sparse regime, let D̄s be the

mean delay averaged over all packets and let λs be the
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TABLE 6. The order of optimal values of the scheduling parameters under
cluster sparse regime when Ds

II < Ds
I and nd > m.

capacity per multicast session. The following upper bound
holds for any causal scheduling policy,

λs = O
(
min

{
λs1, λ

s
2

})
, D̄s1 = D̄s2 = D̄s.

λs1 ≤


O
(

3

√
mD̄s1
n(nd )3

log3 n
)
DsII ≥D

s
I , nd ≤m;

O
(

3

√
D̄s1
n2dn

log3 n
)
, DsII ≥D

s
I , nd>m;

 . (13)

λs2 ≤


O
(
mR4D̄s2
n2 log nd

log3 n
)

DsII <D
s
I , nd ≤m;

O
(
mR4D̄s2
n2 logm

log3 n
)
, DsII <D

s
I , nd>m;

 . (14)

Proof: According to the value of system parame-
ters, i.e., nd and m, we can choose suitable expression of
capacity-delay tradeoff for λs1 and λs2 in (8) and (9), which
are concluded from lemma 1, 2, 3 and 4. We assume D̄s1 =
D̄s2 = D̄s and obtain the values of λs1 and λs2 needed for our
theorem. �

B. LOWER BOUND OF THE CLUSTER SPARSE REGIME
We have obtained the upper bound as well as the optimal val-
ues of scheduling parameters, so we construct an achievable
lower bound in this section.

We divide our normal time slot into three subslots. The
operations of each slot are shown below:

1) The nodes (source node and relays) create inter-cluster
duplications and the destination cluster Cd receives
messages from inter-cluster duplications via one hop
unicast with transmission range rhb .

2) Rd sb intra-cluster duplications are created via broadcast.
3) Intra-cluster duplication is captured by range lsb,k and

transmitted to the destination via hsb-hop unicast with
single-hop transmission range rhb .

The scheduling parameters in our scheme use the optimal
values in Table 3-6.

In each subslot, we tessellate the network into several cells
and employ a cellular time-division multi-access (TDMA)
transmission scheme so that each cell is scheduled to be active
regularly.When a cell is activated, nodes within it are allowed
to transmit to nodes inside the same cell or neighbouring
cells. The TDMA transmission scheme allow each cell to
have a 1/cs6 fraction of subslot to transmit, where cs6 is a
constant being independent of the tessellation information.

We describe our tradeoff achieving scheme and the network
tessellation then.

1) In the 1st subslot, we divide each cluster 2(R2) into
Ts1 = q = n1−v equal-area cells. Assume that each mes-
sage has a length of λs/ log2 n ≤ mR2/(nRcsb), and all
transmissions are employed by one-hop unicast. So each
node can transmit at least nRcsb/(mR

2) messages when it is
scheduled to be active. Each cluster has at least a chance of
2
(
mR2/(n log n)

)
per slot to communicate with other clus-

ters, which indicates at least Rcsb/ log n messages can be sent
per slot and network can sustain λs/ log2 n per slot capacity.
If each time the network cannot sustain 2

(
mR2/(n log n)

)
per-node capacity of inter-cluster transmission, we denote it
as ErrorsI . If the network falls to forward a message to all
clusters containing destinations during 2(DsI log

2 n) slots,
we denote it as ErrorsI .
2) & 3) In the 2th and 3th subslot, all messages are trans-

mitted in clusters containing destinations. Nodes in a certain
cluster follow the uniform distribution.The achievable lower
bound under uniform condition have been studied widely that
the network can achieve 2(λs/ log n) capacity with 2(D̄s)
delay. But there exists a problem. If different clusters overlap
at a certain area, they will take turns to transmit (under all
three subslots). ErrorsIII denote that more that cs4 overlap at a
certain area, where cs4 is a positive number. So each cluster
will take at least 1/cs4 length of subslot to transmit.
Theorem 2: ErrorsI → 0, ErrorsII → 0, and ErrorsIII → 0

as n→∞, So Our lower bound under cluster sparse regime
can achieve the per-node throughput of 2(λs/ log2 n) with
2(D̄s log2 n) delay.

Proof: Since we obtain the optimal values of scheduling
parameters, we can easily get this theorem.We omit the proof
here for simplification. �

C. CLUSTER DENSE REGIME: V + 2β ≥ 1
1) ROUTING SCHEME FOR CLUSTER DENSE REGIME
The routing in cluster dense regime is similar to that of the
cluster sparse regime, about which you can get the whole
picture in Fig.3. However, we make some adjustment to the
scheduling policy in line with the variation of correlation of
node mobility.

2) SCHEDULING POLICY FOR CLUSTER DENSE REGIME
Under cluster dense regime, the area that all clusters cover
is larger than that of the whole network and clusters overlap
with each other w.h.p.. Suppose that the network scheduler
has the whole information on the current and past status of
the network, which can schedule any radio transmission in
the current and future slot. We revise the scheduling policy
of cluster sparse regime and propose two new scheduling
schemes for the cluster dense regime.

a: SCHEDULING POLICY A
In each slot, the scheduler needs to make either of the follow-
ing two decisions:
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• Duplication: The scheduler still needs to decide whether
to duplicate packet b to other nodes and what kind of
duplication it creates. Under the cluster dense regime,
each cluster is covered by certain amount of clusters
at any time within the network, which distinguishes
from the cluster sparse regime. The revised scheme of
inter-cluster duplication is as follows: once packet b
enters the network, the source node broadcasts b to
nearby nodes instead of waiting to meet another cluster.
Then, the source node as well as relays containing b
keeps broadcasting until b is captured by all clusters of
destinations. The scheme of intra-cluster duplication is
the same as that of the cluster sparse regime. In addition,
the scheduler needs to consider how to create these
duplications, using single-hop, multi-hop, or broadcast
transmission.

• Capture: In the cluster dense regime, we incorporate the
capturing process into the transmission among clusters.
The reason why we abandon the capturing process in the
inter-cluster transmission of the cluster sparse regime is
that, the inter-cluster connectivity can hardly be realized
due to the strong correlation of node mobility. However
this problem no longer exists in the cluster dense regime.
The capturing process of intra-cluster transmission is
still applied here.

b: SCHEDULING POLICY B
In each slot, the scheduler needs to make either of the follow-
ing two decisions:
• Duplication: Scheduling policy B is designed for the
situation when the correlation degree of node mobil-
ity tends to be weak. In this case, clusters are highly
overlapped and the transmission among clusters con-
tributes little to the enhancement of network perfor-
mance but only consumes much more radio resources.
Thus, we assume that the source and relays cooperate
to broadcast the packet until b is captured by all the
destinations.

• Capture: When b is captured by the destination, it will
be sent to the destination through multi-hop unicast
transmission.

3) CAPACITY-DELAY TRADEOFFS FOR SCHEDULING
POLICY A
As the derivation is kind of complex compared with the
cluster sparse regime, we divide the analysis into two parts:
1) Part I: transmission among clusters; 2) Part II: transmis-
sion within the cluster containing destinations. DdI and DdII
denote the delay of the two parts respectively and Dd =
DdI + D

d
II . Moreover Rd db and Rcdb denote the the number of

duplications when the packet is captured by the last destina-
tion or the last cluster containing destination.
Part I: The Transmission Among Clusters
In this part, we derive the capacity-delay tradeoff for the

transmission among clusters, including creating inter-cluster
duplication and forwarding packets to clusters that

contain destinations. We first give some fundamental trade-
off of the radio resources, number of relays, capturing
range, etc.
Proposition 5: Under cluster dense regime and nd ≤ m,

the delay for packet b transmitted among different clusters
and its scheduling parameters comply with the following
inequality

cd1 log nE[D
d
I ,k̂

] ≥
m

E[Rcdb,k ]E[l1
d
b,k̂
+

1
n ]

2(nd − k̂ + 1)
(15)

where cd1 is a positive constant, D
d
I ,k̂

is the delay for transmit-

ting packet to the k̂ cluster that containing destinations, and
DdI =

∑nd
k̂=1

Dd
I ,k̂
.

Proposition 6: Under cluster dense regime and nd ≤ m,
the capacity of transmission among different clusters, λd1 ,
and its scheduling parameters comply with the following
inequality

E
[ λd1nT∑
b=1

nd∑
k̂=1

h1db,k̂∑
h=1

π12rh
b,k̂

2

4n

]

+

λ1
dnT∑
b=1

12

4

E[Rcdb ]− 1

n
≤ cd2WT log n

where cd2 is a positive constant.
The proofs of Proposition 5 and Proposition 6 follow the

same logic as in [21], which are omitted here for simplicity.
We mainly focus on the capacity-delay tradeoff using these
basic tradeoffs.
Lemma 5: Under cluster dense regime, when v − γ ≥

d ≥
3−v−6β−2γ

2 and nd ≤ m, let ¯Dd1 be the mean
delay averaged over all packets and let λs1 be the capac-
ity per multicast session for inter-cluster communication.
The following upper bound holds for any causal scheduling
policy,

(λd1 )
3
≤ O

( ¯Dd1
m(nd )2

log3 n
)

Proof: According to Inequality (15),

E[l1sb,k̂ ] ≥
√

m

cd3 log nE[D
d
I ,k̂

]E[Rcdb,k̂ ](nd − k̂ + 1)

nd∑
k̂=1

E[l1db,k̂ ] ≥
√

m

cd3 log nE[Rc
d
b ]

nd∑
k̂=1

1√
E[Dd

I ,k̂
]
√
nd − k̂ + 1

≥

√
m

cd3 log nE[Rc
d
b ]

(∑nd
k̂=1

(nd + 1− k̂)−
1
4
)2∑nd

k̂=1

√
E[Dd

I ,k̂
]

= nd

√
m

cd3 log nE[Rc
d
b ]D

d
1
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TABLE 7. Illustrations of parameters in cluster dense regime.

Therefore

E[Rcdb ] ≥
m(nd )2

cd3 log n(
∑nd

k=1 E[l1
d
b,k̂

])2Dd1
λd1nT∑
b=1

E[Rcdb ] ≥
m(nd )2

cd3 log n

λd1nT∑
b=1

1

(
∑nd

k̂=1
E[l1db,k̂ ])

2Dd1

≥
m(nd )2

cd3 log n

(
∑λd1nT

b=1 1)4

(
∑λd1nT

b=1
∑nd

k̂=1
E[l1db,k̂ ])

2
∑λd1nT

b=1 Dd1

=
m(nd )2(

∑λd1nT
b=1 1)3

cd3 (
∑λd1nT

b=1
∑nd

k̂=1
E[l1db,k̂ ])

2 ¯Dd1 log n

According to Proposition 6 and Cauchy-Schwarz Inequal-
ity,

12m(nd )2(
∑λd1nT

b=1 1)3

4cd3n(
∑λd1nT

b=1
∑nd

k̂=1
E[l1db,k̂ ])

2 ¯Dd1 log n

+
π12

4n2

( λd1nT∑
b=1

nd∑
k̂=1

E[l1db,k̂ ]
)2

≤ cd2WT log n

√√√√√π14m(nd )2(
∑λd1nT

b=1 1)3

16cd3n
3 ¯Dd1 log n

≤ cd2WT log n

In order to prove the existence of equality of maximum
capacity, all inequalities in the former proofs should hold with
equality. Thus we are able to identify the optimal choices of
various key parameters of scheduling policy A. Assuming
¯Dd1 = nd , results are summarized in Table 8. According to
these optimal values, we can obtain the constraint for this
tradeoff. 1 ≤ l1db,k̂ ≤

√
mR2/n, i.e. v− γ ≥ d ≥ 2−v−6β−2γ

2 .
�

Lemma 6: Under cluster dense regime, when d <
3−v−6β−2γ

2 and nd ≤ m, let ¯Dd1 be the mean delay averaged
over all packets and let λs1 be the capacity per multicast
session for inter-cluster communication. The following upper

TABLE 8. The order of optimal values of the scheduling parameters under
cluster dense regime inter-cluster communication and nd ≤ m, I.

bound holds for any causal scheduling policy,

λd1 ≤ O(
R2 ¯Dd1
n log nd

log3 n)

Proof: When d <
3−v−6β−2γ

2 , l1db,k̂ =
√
mR2/n.

Therefore Inequality (15) turns into

cd1 log nE[D
d
I ,k̂

] ≥
n

E[Rcdb,k̂ ]R
2(nd − k̂ + 1)

nd∑
k̂=1

cd1 log nE[D
d
I ,k̂

] ≥
nd∑
k̂=1

n

E[Rcdb,k̂ ]R
2(nd − k̂ + 1)

cd1 log n
¯Dd1 ≥

n log nd
E[Rcdb ]R2

According to Proposition 6,

π12

2WTn2

( λd1nT∑
b=1

nd∑
k̂=1

√
mR2

n

)2

+

λd1nT∑
b=1

12

4

E[Rcdb ]− 1

n
≤ cd2WT log n

O
( λd1n log nd
R2 ¯Dd1 log

2 n
+

(λd1nd )
2mR2

n log2 n

)
≤ log n

which leads to our result directly. Similarly, we are able
to identify the optimal choices of various key parameters of
the scheduling policy. We assume ¯Dd1 = nd and results are
summarized in Table 9. �

Next, we discuss the case of nd > m.
Proposition 7: Under cluster dense regime and nd > m,

the delay for packet b transmitted among different clusters
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TABLE 9. The order of optimal values of the scheduling parameters under
cluster dense regime inter-cluster communication and nd ≤ m, II.

and its scheduling parameters comply with the following
inequality

cd4 log nE[D
d
I ,k̂

] ≥
m

E[Rcdb,k̂ ]E[l1
d
b,k̂
+

1
n ]

2(m− k̂ + 1)
(16)

where cd4 is a positive constant, D
d
I ,k̂

is the delay for transmit-

ting packet to the k̂ cluster that containing destinations, and
DdI =

∑nd
k̂=1

Dd
I ,k̂
.

Proposition 8: Under cluster dense regime and nd > m,
the capacity of transmission among different clusters, λd1 ,
and its scheduling parameters comply with the following
inequality

E
[ λd1nT∑
b=1

m∑
k̂=1

h1db,k̂∑
h=1

π12rh
b,k̂

2

4n

]

+

λd1nT∑
b=1

12

4
E[Rd dc ]− 1

n
≤ cd5WT log n

where cd5 is a positive constant
Lemma 7: Under cluster dense regime, when nd > m or

nd ≤ m, d ≥ v− γ , let ¯Dd1 be the mean delay averaged over
all packets and let λs1 be the capacity per multicast session
for inter-cluster communication. The following upper bound
holds for any causal scheduling policy,

λd1 ≤ O
( ¯Dd1
min{nd ,m} logmin{nd ,m}

log3 n
)

Proof: Herewe omit the proof of case nd ≤ m, d ≥ v−γ
for similarity.

m∑
k̂=1

E[l1db,k̂ ] ≥
√

m

cd6 log nE[Rc
d
b ]

m∑
k̂=1

1√
E[Dd

I ,k̂
]
√
m− k̂ + 1

≥

√
m

cd6 log nE[Rc
d
b ]

(∑m
k̂=1

(m+ 1− k̂)−
1
4
)2∑m

k̂=1

√
E[Dd

I ,k̂
]

≥

√
m

cd6 log nE[Rc
d
b ]

(m)
3
2√∑m

k̂=1
E[Dd

I ,k̂
]
∑m

k̂=1
1

= m

√
m

cd6 log nE[Rc
d
b ]D

d
1

TABLE 10. The order of optimal values of the scheduling parameters
under cluster dense regime inter-cluster communication and nd > m, I.

Therefore

λd1nT∑
b=1

E[Rcdb ] ≥
m3

cd6 log n

λd1nT∑
b=1

1

(
∑m

k̂=1
E[l1db,k̂ ])

2Dd1

≥
m3

cd6 log n

(
∑λd1nT

b=1 1)4

(
∑λd1nT

b=1
∑m

k̂=1
E[l1db,k̂ ])

2
∑λd1nT

b=1 Dd1

=
m3(

∑λd1nT
b=1 1)3

cd6 (
∑λd1nT

b=1
∑m

k̂=1
E[l1db,k̂ ])

2 ¯Dd1 log n

According to Proposition 8 and Cauchy-Schwarz
Inequality,

12m3(
∑λd1nT

b=1 1)3

4cd6n(
∑λd1nT

b=1
∑m

k̂=1
E[l1db,k̂ ])

2 ¯Dd1 log n

+
π12

4n2

( λd1nT∑
b=1

m∑
k̂=1

E[l1db,k̂ ]
)2

≤ cd5WT log n

√√√√√π14m3(
∑λd1nT

b=1 1)3

16cd3n
3 ¯Dd1 log n

≤ cd5WT log n

which leads to our result directly. Similarly, we are able
to identify the optimal choices of various key parameters,
which are shown in Table 10. However, we find the constraint
l1db,k̂ ≥ 1, leading to that this situation is impossible.

Thus we assume that l1db,k̄ = 1, and inequality (16) turns
into

cd1 log nE[D
d
I ,k̂

] ≥
m

E[Rcdb,k̂ ](m− k̂ + 1)
m∑
k̂=1

cd1 log nE[D
d
I ,k̂

] ≥
m∑
k̂=1

n

E[Rcdb,k̂ ]R
2(m− k̂ + 1)

cd1 log n
¯Dd1 ≥

m logm

E[Rcdb ]

According to Proposition 8,

π12

2WTn2

( λd1nT∑
b=1

m∑
k̂=1

1
)2
+

λd1nT∑
b=1

12

4

E[Rcdb ]− 1

n
≤ cd2WT log n

O
(λd1m logm
¯Dd1 log

2 n
+

(λd1m)
2

log2 n

)
≤ log n
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TABLE 11. The order of optimal values of the scheduling parameters
under cluster dense regime inter-cluster communication and nd > m,
II nd ≤ m, III.

TABLE 12. The order of optimal values of the scheduling parameters
under cluster dense regime intra-cluster communication and nd ≤ m, I.

Similarly, we are able to identify the optimal choices of
various key parameters of the scheduling policy. The results
are summarized in Table 11. �
Part II: The Transmission Within Cluster Containing

Destinations
We first give some basic tradeoffs of radio resources, num-

ber of relays, capturing range, etc.
Proposition 9: Under cluster dense regime and nd ≤ m,

the delay for packet b transmitted within a generic cluster
and its scheduling parameters comply with the following
inequality

cd7 log nE[D
d
II ] ≥

R2

E[Rd db,k ]E[l2
d
b,k +

1
n ]

2
(17)

where cd7 is a positive constant.
Proposition 10: Under cluster dense regime and nd ≤ m,

the capacity of transmission within a generic cluster, λd2 ,
and its scheduling parameters comply with the following
inequality

λd2nT∑
b=1

12

4

mR2/n(
∑nd

k=1 E[Rd
d
b,k ]− nd )

n

+E
[ λd2nT∑
b=1

nd∑
k=1

h2db,k∑
h=1

π12

4

rhb,k
2

n

]
≤ cd8WT log n

where cd8 is a positive constant.
Lemma 8: Under cluster dense regime, when d ≤ 2 −

2v−2β and nd ≤ m, let ¯Dd2 be the mean delay averaged over
all packets and let λd2 be the capacity per multicast session
for intra-cluster communication. The following upper bound
holds for any causal scheduling policy,

(λd2 )
3
≤ O

(
n ¯Dd2

mR4(nd )3
log3 n

)
Proof: Optimal values of parameters is shown

in Table 12. According to these optimal values, we can
obtain the constraint for this tradeoff. Rd db ≥ 1, i.e.
d ≤ 2− 2v− 2β. �

TABLE 13. The order of optimal values of the scheduling parameters
under cluster dense regime intra-cluster communication and nd ≤ m, II.

Lemma 9: Under cluster dense regime, when d > 2 −
2v−2β and nd ≤ m, let ¯Dd2 be the mean delay averaged over
all packets and let λd2 be the capacity per multicast session
for intra-cluster communication. The following upper bound
holds for any causal scheduling policy,

(λd2 )
2
≤ O

( ¯Dd2
R2(nd )2

log3 n
)

Proof: When d > 2 − 2v − 2β, Rd db,k = 1. Therefore
Inequality (17) turns into

cd7 log nE[D
d
II ] ≥

R2

E[l2db,k +
1
n ]

2

Then Proposition 10 turns into

λd2nT∑
b=1

12

4

mR2/n(
∑nd

k=1 1− nd )

n

+
π12

4n2

( λd2nT∑
b=1

nd∑
k=1

E
[
l2db,k +

1
n

])2

≤ cd8WT log n

which leads to our result directly. Then we are able to
identify the optimal choices of various key parameters of
the scheduling policy. We assume ¯Dd2 = nd . The results are
summarized in Table 13. �
Proposition 11: Under cluster dense regime and nd > m,

the delay for packet b transmitted within a generic cluster
and its scheduling parameters comply with the following
inequality

cd9 log nE[D
d
II ,k ] ≥

R2

E[Rd db,k ]E[l2
d
b,k +

mR2
n2

]2( ndm − k + 1)

where DdII =
∑nd

k=1 D
d
II ,k and c

d
9 is a positive constant.

Proposition 12: Under cluster dense regime and nd > m,
the capacity of transmission within a generic cluster, λd2 ,
and its scheduling parameters comply with the following
inequality

λd2nT∑
b=1

12

4

mR2/n(
∑m

k=1 E[Rd db,k ]− nd )
n

+ E
[ λd2nT∑
b=1

nd∑
k=1

h2db,k∑
h=1

π12

4

rhb,k
2

n

]
≤ cd10WT log n

where cd10 is a positive constant.
Lemma 10: Under cluster dense regime, when d ≤ 2−v−

2β − γ and nd > m, let ¯Dd2 be the mean delay averaged over
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TABLE 14. The order of optimal values of the scheduling parameters
under cluster dense regime intra-cluster communication and nd > m, I.

all packets and let λd2 be the capacity per multicast session
for intra-cluster communication. The following upper bound
holds for any causal scheduling policy,

(λd2 )
3
≤ O

(
n ¯Dd2

m2R4(nd )2
log3 n

)
Proof: Since the proof is similar as Lemma 3.7, we omit

it here. The optimal values of scheduling parameter are sum-
marized in Table 14. The constraint Rd db ≥ nd/m leads to
d ≤ 2− v− 2β − γ . �
Lemma 11: Under cluster dense regime, when d > 2−v−

2β − γ and nd > m, let ¯Dd2 be the mean delay averaged over
all packets and let λd2 be the capacity per multicast session
for intra-cluster communication. The following upper bound
holds for any causal scheduling policy,

(λd2 )
2
≤ O

( ¯Dd2
R2mnd

log2 n
)

Proof: When d > 2 − v − 2β − γ , Rd db = nd/m.
Therefore Inequality (17) turns into( λd2nT∑

b=1

nd∑
k=1

E[ldb,k ]
)2

≥
R2mnd (λd2nT )

2

cd7
¯Dd2 log n

Then Proposition 10 turns into

λd2nT∑
b=1

12

4
mR2/n(

∑m
k=1 nd/m− nd )
n

+
π12

4n2

( λd2nT∑
b=1

nd∑
k=1

E
[
l2db,k +

1
n

])2

≤ cd8WT log n

which leads to our result directly. Similarly, we are able
to identify that the optimal choices of various key param-
eters of the scheduling policy. The results are summarized
in Table 15. �

4) CAPACITY-DELAY TRADEOFFS FOR SCHEDULING POLICY
B
We first give some basic tradeoffs.
Proposition 13: Under cluster dense regime, the delay for

packet b with Scheme B and its scheduling parameters comply
with the following inequality

cd11 log nE[D
d
B,k ] ≥

n

E[Rdb,k ]E[lB
d
b,k +

1
n2
]2(nd − k + 1)

where DdB =
∑nd

k=1 D
d
B,k and c

d
11 is a positive constant.

TABLE 15. The order of optimal values of the scheduling parameters
under cluster dense regime intra-cluster communication and nd > m, II.

Proposition 14: Under cluster dense regime, the capacity
with Scheme B, λdB, and its scheduling parameters comply
with the following inequality

E
[ λdBnT∑
b=1

nd∑
k=1

hBdb,k∑
h=1

π12

4

rhb,k
2

n

]

+

λdBnT∑
b=1

12

4

(E[Rdb ]− nd )
n

≤ cd12WT log n

where cd12 is a positive constant.
Lemma 12: Under cluster dense regime, when Scheme B is

applied, let ¯DdB be the mean delay averaged over all packets
and let λdB be the capacity permulticast session. The following
upper bound holds for any causal scheduling policy,

(λdB)
3
≤ O

( ¯DdB
n(nd )2

log3 n
)

Proof: The proof is similar as the former proofs, so we
omit it. Similarly, we are able to identify the optimal choices
of various key parameters But we omit them here. �
Theorem 3: Under cluster dense regime, let D̄d be the

mean delay averaged over all packets and let λd be the
capacity per multicast session. The following upper bound
holds for any causal scheduling policy,

λs = O
(
max

{
λdB,min{λd1 , λ

d
2 }
})

Proof: We assume Dd1 = Dd2 = DdB = Dd . According
to the value of system parameter, such as nd , m, Dd , and R,
we can choose suitable expression of delay-throughput trade-
off for λd1 , λ

d
2 , and λ

d
B from former lemmas. We then obtain

the value of λd1 , λ
d
2 , and λ

d
B needed for our theorem. �

D. LOWER BOUND OF THE CLUSTER DENSE REGIME
Lower bound of the cluster dense regime is omitted here
for simplification. Bound can be easily constructed since we
obtained optimal values of scheduling parameters.

V. CONCLUSION
The correlation of node mobility have huge impacts on the
transmission reuse performance of mobile ad hoc networks
(MANETs). In this paper, we have outlined the general char-
acterization of the impact of correlation of node mobility on
the multicast gain, an important indicator of the transmission
reuse. Our study reveals that the various correlation degrees
of node mobility brings different multicast gain in MANETs.
Strong correlation of node mobility significantly improves
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the multicast gain and even achieves the upper bound up
to a logarithmic factor. Weak correlation of node mobility
can also improve the multicast gain to a certain extent. The
multicast gain is smallest when the node mobility shows
medium correlation, where the distinction between multicast
and multi-unicast is weak.
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