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ABSTRACT Power load forecasting has an influence of great signification on improving the operational
efficiency and economic benefits of the power grid system. Aiming at improving forecast performance,
a substantial number of load forecasting models are proposed. However, these models have disregarded the
limits of individual prediction models and the necessity of data preprocessing, resulting in poor prediction
accuracy. In this article, a novelty hybrid model which combines data preprocessing technology, individual
forecasting algorithm and weight determination theory is presented for obtaining higher accuracy and
forecasting ability. In this model, an effective data preprocessing method named SSA is adopted to extract
the load data characteristics and further improve the prediction performance. In addition, a combined
forecasting mechanism composed of BP, SVM, GRNN and ARIMA is successfully established using the
weight determination theory, which exceeds the limits of individual prediction models and comparatively
improves prediction accuracy. And the thought of combine linear and nonlinear model together can further
take the advantage of two kinds of models to forecast power load more effectively. To assess the validity of
the combined model, four datasets of 30-minutes power load from Australia are selected for research. The
experimental results show that the established model not only has obvious advantages over other individual
models, but also can be applied as an available technology for electrical system programming.

INDEX TERMS Power load forecasting, hybridmodel, data preprocessing technology, weight determination
theory, MOEA/D optimization algorithm.

I. INTRODUCTION
The electricity supply system is a kind of production and con-
sumption system consisting of electricity generation, substa-
tion, transmission and distribution [1]. Currently, the power
system has become one of the important signs for national
economic development [2], so that it is very necessary and
important to predict the relevant indicators of the power
system [3]. The electric load forecast plays an important role
for the economic and safe operation of the power system [4],
as several decisions of great importance for the economic
operation is based on the prediction of the electric load,
such as fuel distribution, short-term maintenance, and emer-
gency [5]. Therefore, all countries of the world are looking for
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effective methods of predicting the electric load [6]. With the
rapid development of Australian economy and the increasing
demand for electricity, the improvement of power load fore-
casting should be highly valued [7], [8]. In addition, reliable
power load forecasting can reduce energy consumption and
environmental pollution [9]. Therefore, accurate and reliable
forecasting for the planning of electricity generation and the
adaptation of energy policy and structure is conducive [10].

Electric load forecasting, which combines Very Short-
Term Load Forecast (VSTLF), Short-Term Load Forecast
(STLF), and Long-Term Load Forecast (LTLF), is signifi-
cant for the safety of power system, particularly in power
market [11]. The VSTLF as well as STLF are necessary
basis for electrical grid dispatching. VSTLF primarily pay
close attention to load prediction within one hour [12]. One
of the most significant goals of VSTLF is to formulate
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the daily power plan [13]. Moreover, VSTLF can also be
applied to cold standby and rotary standby [14]. At the
same time, VSTLF and STLF can be applied to draw up
the power grid overhaul program [15]. A number of articles
have achieved well consequences for VSTLF [16], yet power
grid dispatching and management is still a difficult task [17].
Compared with VSTLF, STLF is more widely used and more
difficult. As a result, diminishing the error of STLF is one
of the advisable methods to enhance the operation level of
electronic system [18]. Accurate prediction of electric load
can save a lot of time to manage smart grid ahead of time and
avoid major changes [19].

From the literature review, it can be clearly seen that the
research of power prediction still occupies a significant place
in the power system, which can impact the management and
operation of the smart grid greatly. Consequently, it is essen-
tial to develop an electric load prediction model with good
performance. For the sake of achieving the precise and steady
STLF, a great quantity of methods are adopted, where statisti-
cal method, machine learning method and hybrid method are
the main methods.

Compared with other models, statistical methods such as
ARIMA and ARMA have good real-time performance [20],
[21]. Feinberg and Eugene [5] predict the load at multiple
point of time in a 1-24h time scope by fractional ARIMA
model. The experiment consequences show the hybrid model
can enhance the prediction ability. Steinherz et al. [22] evalu-
ate the situation of power market by the method which com-
bined ARMA and GARCH (Generalized AutoRegressive
Conditional Heteroskedasticity). Models mentioned above
are the first choice for evaluating electric load in power
market. Pappas et al. [23] proposed a novel approach for load
prediction of power demand based on Multi-model partition
theory. The experimental results show that the model has
good load forecasting effect. However, this method cannot
well reflect the complex non-linear relationship between load
and various random factors, such as hours, days, weeks,
months and social events, which may lead to unpredictable
changes in electricity demand.

Considering the outstanding ability of nonlinear systems,
neural networks have been widely used in STLF. In previous
studies, different artificial neural network (ANN) models
have been verified, regardless of load profiling. Chaturvedi
et al. [24] used generalized neural network (GNN) to predict
electric load, which overcomes the shortcomings of artificial
neural network. Combining GNN with fuzzy system and
adaptive genetic algorithm, a most effective prediction model
is proposed. Lou and Dong [25] uses random fuzzy variables
to model the fuzzy random uncertainty of power load pre-
diction. On this basis, a new stochastic fuzzy neural network
(RFNN) is proposed, which has good application prospects
in micro grid and small power system.

In order to improve predictability and stability, neu-
ral networks are often combined with other technologies
to establish a hybrid model base on the systems char-
acteristics. A two-stage forecasting system is performed

in [26] by Zhang et al. based on the data preprocessing
approach, improved multi-objective optimization algorithm
named IMODA, error correction and nonlinear ensemble
strategy, which observably prompts wind speed forecasting
capacity. Mohammadi et al. [27] proposed a new prediction
model based on a new feature selection algorithm using
Pearson’s correlation and hybrid forecast engine based on
combined improved Elman neural network (IENN) and novel
shark smell optimization (NSSO) algorithm. The proposed
forecast engine is combined with novel shark smell opti-
mization to increase the prediction accuracy. A multi-layer
bidirectional recurrent neural network model based on LSTM
andGRU is proposed by Tang et al. [28] to forecast short-term
power load and the experimental result shows that the pro-
posed method is superior to the competition winner. Ghadimi
et al. [29] proposes a hybrid forecast strategy including novel
feature selection technique (MIT-MIT), and a complex fore-
cast engine based on RNN and ENN optimized by chaotic
binary shark smell optimization (CBSSO) algorithm, and the
results validate the effectiveness of the proposed method.

An overview of the previous work shows the forecasting
approaches mentioned above possess certain inherent flaws.
The weaknesses of these approaches are summing up below:

(1) Traditional statistical algorithms cannot deal with the
prediction of high noise and fluctuations, irregular and non-
linear trends, nor can they deal with the characteristics of the
power load series data, which are mostly restricted by the pri-
ori hypothesis of linear forms among time series. Moreover,
thesemethods in practice require a lot of historical data for the
load forecast, and they depend heavily on data. If the primary
data suddenly change as a result of environmental or social
factors, the forecast error will expend sharply.

(2) Unlike other methods, artificial intelligence algo-
rithm can effectively find the implicit nonlinear relationship
between historic data, which has been extensively investi-
gated and used in resolving complex relations and precisely
predict. Nevertheless, a number of shortcomings still exist in
artificial intelligence methods, such as a slight fall into the
local optimal, over-adapted and comparatively low rate of
convergence.

(3) Conventional prediction models don’t attach impor-
tance to the inevitability and cannot always attain higher
prediction ability and fulfill the requests of the time series
prediction. As a result, the forecasting methods mentioned
above cannot always capture load trends due to the inevitable
deficiencies of individual models and cannot always be
applied in all cases.

Based on this, a new combinatorial model is proposed.
It associates data preprocessing technology, multi-objective
optimization algorithm, weight determined theory [30], and
linear prediction models called BPNN [31], SVM [32],
and GRNN [33], as well as nonlinear model ARIMA [34].
It effectively utilized the advantage of prediction algorithm,
and has been further improved. To be more specific, accord-
ing to the decomposition and integration policy, the pri-
mary load sequence is decomposed into the time series after
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filtering to effective reconstruct the high frequency noise
signal. Afterwards some algorithms are applied to predict
the power load after processing. After that, the new decision
making method was developed based on the evolution calcu-
lation technology of the collective intelligence and the one-
time exit strategy, and the final prediction result was obtained
by integrating the single model. As is known to all, this
advanced computational technology is successfully applied
to several mixed models, first used to improve prediction
accuracy and calculate the weights of every model, applying
to the combination prediction model.

The leading contributions and innovations of the
research are as follows:

(1) Base on decomposition and integration policy, a data
preprocessing technology named SSA is adopted to dimin-
ish the adverse impact of high frequency noise and select
the major features from data. By filtering the original power
load series, the uncertainty and irregularity of load data can
be reduced and the electric load prediction performance can
be effectively improved.

(2) A new evolutionary computation method based on
swarm intelligence MOEA/D and a decision-making right
method is proposed. In order to calculate the weight of
selected model, the ‘‘leave-one-out’’ method was applied
to preserve the data set, and the weight of each model are
selected based on the multi-objective optimization algorithm.

(3) Based on four kinds of individual methods, including
nonlinear models BPNN, SVM, GRNN and linear model
ARIMA, the combined model has immensely enhanced the
ability of electric load forecasting. The established model
effectively takes not only the advantages of linear model
but also the advantages of nonlinear model, and conquers
the limitations of low accuracy and instability of traditional
single model.

(4) A more scientific and comprehensive prediction and
assessment of the combined model developed in this work.
The evaluation system uses three multi-step prediction exper-
iments, five performance indicators, and three discussions,
which provides an effective evaluation for the prediction
accuracy of the model.

(5) The new combined model developed provides strong
technical support for smart grid dispatching management.
According to the load data of several sites in large power
system, the model is simulated and tested. The results show
that the model can effectually enhance the ability of load
forecasting base on the traditional prediction model.

The construction of this article is introduced below.
Section II expounds methods used in the model, which
include data preprocessing technology, multi-objective opti-
mization algorithm, and established combination model.
To verify the forecasting ability of the established model,
three certain experiments were implemented and display in
Section III. Particularly, sections IV introduce the dataset,
performance indicators, and test methods used in this study,
as well as the experimental results of the established model
and other models. In order to further prove the accuracy and

validity of this new combination model, section V discusses
it in detail. Finally, section VI gives important results and
conclusions.

NOMENCLATURE
GWO Gray Wolf algorithm
MOGWO Multi-objective Gray Wolf algorithm
RBF Radial basis function neural network
GRNN Generalized Regression Neural Network
WNN Wavelet neural network
EMD Empirical Mode Decomposition
EEMD Ensemble Empirical Mode Decomposition
CEEMD Complementary Ensemble Empirical

Mode Decomposition
SSA Singular Spectrum Analysis
WAVEN Wavelet transform Preprocessing Method
IMFs Intrinsic Mode Functions
ZDT Test functions for multi-objective algorithm
BP Back Propagation Neural Network
ENN Evolutionary neural network
ELM Extreme Learning Machine Neural Network
SVR Support Vactor Regerssion
SSE Sum of square error
RMSE Root mean square error
MAE Mean absolute error
MSE Mean squared error
MAPE Mean absolute percentage error
DC Directional change
MOPSO Multi-objective Particle Swarm Optimization
MODA Multi-objective Dragonfly algorithm

II. METHODS
In this section, an effective data preprocessing method called
singular spectrum analysis (SSA) used in the composition
model is introduced, and then an optimized algorithm named
the multi-objective evolutionary algorithm based on decom-
position (MOEA/D) is discussed in detail.

A. SINGULAR SPECTRUM ANALYSIS
Singular spectrum analysis (SSA) is a classic technology for
researching time series [35]. It is mostly used to resolve
problems of trend extracting or quasi-periodic component
extracting and noise suppressing [36]. Its analytical perfor-
mance is very impressive [37]. The standard content of SSA is
divided into four parts [38]: (1) embedding, (2) singular value
decomposition, (3) grouping and (4) diagonal averaging [39].

1) EMBEDDING
The goal of SSA is to decompose a sequence of time series
X = (x1, x2, · · · , xN) into the aggregation of a kind of
time sequences to discern the primary sequence factor, which
include the trend, noise and period. SSA consists of two com-
plementary phases, named decomposing and restructuring
respectively [40].
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Sequence X = (x1, x2, · · · , xN) is transformed into a
sequence Y = (y1, y2, · · · , yK), which can be specified as

X = (x1, x2, · · · , xN)→ Y = (y1, y2, · · · , yK) (1)

where Yi = (xi, xi+1, · · · , xi+L−1)T ∈ RL and L ∈ [2,N]
is the window length. Besides, K is the length of Y and it
calculated as K = N-L + 1. As a result, the consequences
of the mapping operation are the trajectory matrix Y =
[Y1,Y2, · · · ,YK] = (yij)

L,K
i,j=1, which could be indicated as

Y =


x1 x2 · · · xK
x2 x3 · · · xK+1
· · · · · · · · ·

xL xL+1 · · · xN

 (2)

The Y matrix is the Hankel matrix [41], and the matrix
elements are equivalent to the diagonal.

2) SINGULAR VALUE DECOMPOSITION (SVD)
The task of this part is decomposing the trajectory matrix Y.
If an orthogonal matrix U = [u1, u2, · · · , uSr ] ∈ RSr×nc and
V = [v1, v2, · · · , vSr ] ∈ RSr×nc are given, and a matrix B ∈
RSr×nc , the following formula can be defined:

UTBV = 3 = diag(
√
λ1,

√
λ2, · · · ,

√
λpm)

=


√
λ1 √

λ2
· · ·

√
λ2

 (3)

As a result, B = U3VT where pm = min(sr , nc) and√
λ1 ≥

√
λ2 ≥ · · · ≥

√
λpm represents the singular value

of B. vi represent the singular vector of the singular value
√
λi which satisfy Bvi =

√
λi and BT ui =

√
λivi(i =

1, 2, . . . , pm). The SVD of B is the factorization of B.
λ1, λ2, · · · , λL(λ1 ≥ λ2 ≥ · · · ≥ λL ≥ 0) is assumed

to be the eigenvalues. The orthogonal systems of eigenvector
are U1, U2, · · · , UL. Where d represents the subscript of the
maximum eigenvalue, that is, the rank of the matrix Y, and it
can be indicated as

d = max(i, λi > 0) = rankY (4)

Supposing that Vi = YTUi/
√
λi(i = 1, 2, . . . , d),

the SVD of trajectory matrix Z is expressed below

Y = Y1 + Y2 + · · · + Yd (5)

In which Yi =
√
λiUiVT

i and the rank of Yi is 1, as a result
the Yi is an elementary matrix. Where Ui is the left eigen-
vector and Vi represent the right eigenvector, respectively.
√
λi(i = 1, 2, . . . , d) denote the singular value of matrix Y.

The
{√
λi
}
set represents the spectrum of Y. Ui, Vi and

{√
λi
}

are the characteristic loop (
{√
λi
}
, Ui, Vi).

If matrix
∑r

i=1Yi fits the trajectory Y(||Y − Y(r)
||),

the matrix has the minimum value. And SVD is the optimal.

3) GROUPING
The elementary matrices Xi into different groups and cal-
culate summation of matrices in each group. If I =
{i1, i2, . . . , ip}, the matrix XI and group I can be described
as YI = Yi1 + Yi2 + · · · + Yip. The spilled of the set of
indices I = 1, 2, . . . , d is partitioned into the disjoint subsets
I1, I2, · · · , Im. The practice is called grouping and it can be
represented as:

YI = Yi1 + Yi2 + · · · + Yim (6)

4) DIAGONAL AVERAGING
The task of this part is designed to convert the guaranteed
groups of last stage into a series of length N. Supposing that
Y represents an matrix with the dimension of L × K, L∗ =
min(L,K) and K∗ = max(L,K). If L < K, y∗ij = yij, or else
y∗ij = yji, where y∗ij is the element of matrix Y. The sequence
RC = (rc1, rc2, . . . , rcN) restructured can be expressed as

rcnc =



1
nc + 1

∑nc+1

sg=1
y∗sg,nc−sg+2, 1 ≤ nc ≤ L∗

1
L∗
∑L∗

sg=1
y∗sg,nc−sg+2, L∗ ≤ nc ≤ K∗

1
N− nc

∑nc−K∗+1

sg=nc−sg+2
y∗sg,nc−sg+2, K∗ ≤ nc ≤ N

(7)

B. MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM BASED
ON DECOMPOSITION
Recently, decomposition-based multi-objective evolutionary
algorithm (MOEA/D) proposed by Zhang and Li [42] has
attracted more and more researchers’ interest because of its
concise and effective characteristics, and many theoretical
and practical achievements have emerged. The MOEA/D
algorithm is introduced below.
A multi-objective optimization problem (MOP) with M

objectives and N decision variables can be expressed as fol-
lows:

Minimize F(x) = (f1(x), f2(x), · · · , fm(x))
Subject to x ∈ �

(8)

where � ∈ Rn is feasible region of decision space, and the
decision vector x = {x1, x2, · · · , xn} ∈ � is a candidate solu-
tion of MOP for optimization problem. Here, the objective
function F(x) : x → Rm includes M conflicting object func-
tions with continuous real values f1 (x) , f2 (x) , · · · , fm (x),
which Rm represents the target space.
The pareto dominance relation of individuals is as follows:

if there are decision vectors U and V, and satisfy the following
two conditions at the same time, we call U dominance V:
(1) For all objectives, U is no worse than V, that is fi(u) ≤

fi(v), i ∈ {1, . . . ,m}.
(2) There is at least one goal inwhichU is better thanV, that

is ∃j ∈ {1, . . . ,m}, make fi(u) ≤ fi(v). In this case V is said to
be dominated by U, which can denoted by u � v, and among
� it are dominant relations.
For the multi-objective optimization problem MOP which

optimizes several conflicting objectives at the same time,
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FIGURE 1. The flowchart of power load forecasting using hybrid model.

there is no unique solution to achieve the optimization of all
objectives at the same time. There is only one best set of com-
promise solutions, that is, the non-dominated (not dominated
by all other solutions). The optimal compromise solution set
of multiple objectives is called the Pareto optimization solu-
tion set of MOP. The value of Pareto optimization solution in
decided space and target space is defined as Pareto solution
set (PS) and Pareto frontier (PF) [43], respectively.

MOEA/D algorithm decomposes the multi-objective
optimization problemMOP into a series of sub-problems rep-
resented by weight vectors, and then uses evolutionary algo-
rithm to optimize these sub-problems simultaneously. The
algorithm has strong search ability for continuous optimiza-
tion, combinatorial optimization and PS complex problems.

If a multi-objective optimal problem similar to (8) and a
weight vector λ = (λ1, · · · , λm) are given, and the given
weight vector satisfies

∑m
i=1 λi = 1, λi ≥ 0, i = 1, 2, . . . ,m,

MOEA/D based on Tchebycheff decomposition uses this
weight vector to optimize a MOP into several sub-problems
by the following methods.

min
x∈�

gtc(x|λ, z∗) = min
x∈�

max
1≤i≤m

{λi|fi(x)− z∗i } (9)

where z∗ = (z∗1, z
∗

2, · · · , z
∗
m) (i.e., z∗i < min{fi(x)|x ∈

�}, 1, 2, . . . ,m) is the ideal point. By solving multiple sub-
problems with different weight vectors in (9), the Pareto
optimal solution set [44] with good diversity can be obtained.

The complete PF of theMOP consists of the optimal solutions
of all the sub-problems, in which the sub-problems with
different weight vectors are searched in different regions of
the complete PF. Therefore, the MOEA/D can change its
search direction by changing the weight vector of the sub-
problem.

In the algorithm MOEA/D, the population is made up of
the optimal solution of the sub-problem currently found. Each
sub-problem maintains a list of neighbors, which preserves
sub-problems with weight vectors similar to the sub-problem.
Therefore, under the assumption of continuity, two neighbor
sub-problems should have similar optimal solutions. In each
generation ofMOEA/D, each sub-problem is optimized using
only the information of its neighboring sub-problems.

The pseudo code of MOEA/D is described in Appendix A.

III. ESTABLISHED HYBRID FORECASTING MODEL
According to the mythologies discussed above, the estab-
lished hybrid forecasting model is mainly established by four
steps, including data preprocessing step, individual models
forecasting step, combined model building step, and electric
load forecasting step. The method of data preprocessing tech-
nique, combined with weight decided method, and combi-
nation single model, can effectively enhance the accuracy of
load forecasting. The proposed step of our established model
shown in Fig. 1 is statement as follows:
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Ê Data preprocessing module.
The SSA preprocessing technique is selected in the estab-

lished model to obtain a reconstructed sequence by refining
and identifying the period and vibration parts of the original
signal. Through this method, a time series with less noise sig-
nal and random volatility can receive to apply in the following
forecasting steps.

Ë Optimization module.
The first step is individual model forecasting. Four individ-

ual forecasting models—BPNN, SVM, and GRNN, as well
as ARIMA—are selected to carry on multi-step forecasting,
respectively. And four forecasting results are obtained by
this operation. There are there neural network for nonlinear
prediction and one linear prediction, and the models of both
the linear and nonlinear prediction is excellent in predicting
power load.

The second step is individual result weighted combining.
For the sake of obtaining the weight coefficients of each
model, a kind of decision-making weight method on the
basic of MOEA/D algorithm and ‘‘left-one-out’’ policy is
proposed to gain the optimal consequences. Say concretely,
the last three days of the training set are retained to obtain
the weights of selected models. It is remarkable that when
the algorithm reaches the maximum iteration number or the
minimum fitness function value, it will stop. In addition,
the iteration times and dimensions of MOEA/D are set to
200 and 4, and the weight coefficients are between -1 and 1.
Then, according to the weight coefficients of each model,
the prediction consequences of each model are combined for
getting the final wind speed prediction results.

Ì Forecasting module.
In this study, a combination model has been developed to

predict electric load on the basic of historic data. The multi-
step prediction method is used to assess the forecast ability
of the combination model. In our established model, three-
step forecasting is adopted to verify the predictive effect of
the model.

Í Evaluation module.
Six assessment indices, named MAE (Mean Absolute

Error), the RMSE (Root Mean Square Error), the MAPE
(Mean Absolute Percentage Error), the MSE (Mean Squared
Error), and the DC (Directional Change), as well as the R2

(Pearson’s correlation coefficient), were adopted to imple-
ment the evaluation of the designed prediction architecture
quantitatively.

IV. EXPERIMENTS AND ANALYSIS
Applications of the proposed hybrid model and several com-
parison models are shown in this subsection, and the compa-
ration is divided into three experimental presentations. The
operation environment of all experiments is: 2.40GHz CPU,
4.00GB RAM, Windows7 and Matlab R2018A. Considering
the random factors, in order to ensure that the final results are
reliable, 10 experiments are conducted each time, and then
take the average value respectively.

FIGURE 2. Description of observations in four datasets. (a) Location of
the study sites. (b) The original power load series from Jan. 1 to Jan. 31,
2019. (c) The statistical measures for the power load.

TABLE 1. Data structure of four selected datasets in Australia.

A. DATASET DESCRIPTION
This study collects four datasets based on Australian power
load data, which are from the 30-minute load data of National
Electric Market (NEM) of AEMO Company. Australia has
some experience in power management, and after more than
20 years of continuous improvement, its data has a cer-
tain reference value. We selected four typical areas, New
South Wales (NSW), South Australia (SA), Tasmania (TAS),
and Victoria (VIC). These four regions are typical areas of
the National Electricity Market (NEM), whose Scheduled
Demand are 8,821.74 MW, 1,053.28 MW, 1,263.03 MW and
5,250.73 MW, respectively. A brief diagram of the select set
is presented inFig. 2. In addition, a kind of evaluate indices of
load data sampling for four datasets, which includeminimum,
maximum, average, and standard deviation, are shown in
Table 1.

In order to evaluate the prediction effect of the new estab-
lished model, 30-minute load data were selected from the
National Electricity Market (NEM) for 31 days from Jan-
uary 1, 2019 to January 31, 2019. We divide each dataset
into two groups: training set and testing set. More concretely,
from January 1, 2019 to January 27, 2019, the first 28 days
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TABLE 2. Six error metrics.

included 1296 data points as training samples for power load
prediction. We retain the last four days of the training set
to decide the weights of each model. The remaining four
days from January 28, 2019 to January 31, 2019 included
192 data points as testing set. The same rolling forecasting
mechanism is adopted in training set and the testing set. The
results of one, two and three-step prediction are output, and
the rolling forecasting mechanism is applied in four-day load
forecasting. Fig. 2 presents the detail of data construction of
the established composite model.

B. EVALUATION CRITERIA: MAPE, MAE, RMSE, MSE, DC,
R2

Many performance indicators have been studied and applied
to assess the predictive effect of different models. More
diversity of evaluation indicators can better evaluate the qual-
ity of the proposed model. Therefore, as shown in Table 2,
the predictive capacity of the established model proposed in
this study is evaluated using multiple error indicators, which
including the Mean Absolute Error (MAE) [45], the Root
Mean Square Error (RMSE) [46], the Mean Absolute Per-
centage Error (MAPE) [47], the Mean Squared Error (MSE)
[48], and the Directional Change (DC), as well as the Pear-
son’s correlation coefficient (R2) [49].
In detail, RMSE and MAE are adopted to estimate the

mean value of the expected value and the actual value, so as
to prevent the mutual cancelling of positive and negative
errors in prediction happening. MAPE is the mean value of
the absolute error, which is the most common indicator to
reflect the reliability of model.MSE is used to supplement the
estimation of the average size between the expected value and
the actual value. On the other hand, DC reflects the predicted
direction of motion or turning point. With regard to the above
five indices, the smaller the values of MAPE, MAE, RMSE
and MSE refer to the greater the model performance. DC
is the contrary. Specially, Pearson’s correlation coefficient

judges the correlation degree between the forecasting series
and the original series and it is applied in the discussion to
further judge the model effectiveness.

To better explain the performance indicators, definitions
and formula of five indicators are listed in Table 2.

C. DIEBOLD-MARIANO TEST
To verify that the developed hybrid model has better predic-
tion ability than other compared models, an effective ver-
ification method called DM test proposed by Diebold FX
and Mariano RS [50] is adopted. The theory of DM test is
introduced first.

Considering the significance level α, zero hypothesis H0
shows that the predictive performance of the developed
hybrid model and the compared model are not significantly
different. Themeaning of H1 is contrast with H0. The relevant
formulas can be expressed as follows:

H0 : E[L(err1i )] = E[L(err2i )] (10)

H1 : E[L(err1i )] 6= E[L(err2i )] (11)

In the formula, L represents the loss function of prediction
error. Error1i and Error2i are the error sequence predicted by
selected model.

In addition, the statistics of DM test can be defined in the
following ways:

DM =

∑n
i=1 (L(err

1
i )− L(err

2
i ))√

S2/n
s2 (12)

In which, S2 is the estimate of the variance of di =
L(err1i ) − L(err2i ). Assuming a certain significance level α,
the obtained value DM is in comparison with that of zα/2.
Once DM statistics exceed the interval [-zα/2, zα/2], H0 can
be rejected. This shows the predictive performance of the
established model and that of the comparative model are
significantly different, which means that H1 will be accepted.
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TABLE 3. Prediction abilities of the established model and other SSA-based models.

FIGURE 3. The multi-step prediction ability in Experiment I for Site1.

D. EXPERIMENT I: TESTS OF CEEMD-SSA-BASED MODELS
To evaluate the superiority of weighted combination model
to single model, four single model which constituting the
established composite model are used to compare with the
established model. The four single models are SSA-ARIMA,
SSA-BPNN, SSA-GRNN, and SSA-SVM, and the power
load data of four datasets are used to carry on this experiment.
The results of the experiment inTable 3 and Fig. 3 show that:

For dataset NSW, the SSA-based combination model
achieves the best forecast performance when it is in

one-step forecast, for the MAPE value obtained 0.4514%.
On the contrary, the MAPE values of SSA-ARIMA, SSA-
BPNN, SSA-GRNN, and SSA-SVM were relatively low.
In predicting two and three-steps, the developed SSA-
based combination model is more effective than other
methods in predicting power load. According to the
MAE, RMSE, MSE, and DC value obtained, ARIMA,
as a representative of linear prediction, is less stable
than the nonlinear neural network model in multi-step
prediction.
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TABLE 4. Performances of models with different data preprocessing techniques.

For dataset SA, according to the five performance indica-
tors, the established model is more outstanding than other
single models at all stages of the forecast. According to the
MAPE values in Table 3, SSA-GRNN model was the least
effective model in the one, two and three-step forecast among
the other single models, but when it is selected into the
combination model, the accuracy of the combination model
is still higher than that of the other three models. So it can
be concluded that the combination model can effectively
improve the prediction accuracy.

For dataset TAS, when the forecast is a one-step fore-
cast, the MAPE, MAE, RMSE, and MSE of the developed
combined model are the lowest, and the DC is 91.6230%
which is the highest. This indicates the forecast accuracy
of the established model is excellent. As for the two and
three-step prediction, the index values of established model
are obviously better than those of other SSA-based models,
so it can draw the conclusion that the predictive ability of the
established model is even better than that of other models.

For dataset VIC, the situation is similar to that of NSW, SA
and VIC, which the values of five indicators shows that the
established model in this paper has better forecast ability to
other SSA-based models.
Remark: The error metrics obtained by the established

model is obviously better than the value of single SSA-based
prediction model for three forecasting steps. Experimental
results therefore show that the developed SSA-MOEA/D
combination model is better than individual SSA-based mod-
els in multi-stage prediction.

E. EXPERIMENT II: TESTS OF DATA PREPROCESSING
METHODS MAPE, MAE, RMSE, MSE, DC
This section designs a comparison on the basis of differ-
ent preprocessing methods. The preprocessing methods are
EMD, EEMD, and CEMD as well as the SSA applying in
this proposed model. These models are built to emphasize
the advantages and disadvantages of the data processing tech-
nology. By comparing the forecasting model with the above
methods, the excellent performance of the hybrid model

proposed in this article is further clarified. The prediction
errors of the other preprocessing methods based model and
the proposed model are shown in Tables 4 and Fig.4. More
details of the experiment are given below:

First, the proposed model has the best MAPE, MAE,
RMSE, MSE, and DC for one-step forecasting for dataset
NSW, respectively. Second, the models with predictive accu-
racy of high to low are SSA model, CEEMD model, EEMD
model, and EMDmodel and the MAPE values are decreasing
step by step. There are still a fewEMDs, EEMD, andCEEMD
does not follow this rank but the SSA is always the best
preprocessing method. In addition, the SSA-MOEA/D com-
bination model has the best prediction power when the model
is predicted with two-step and the MAPE value is lower than
2%. As for the three-step prediction, the established model
is still superior among the other preprocessing based models.
Fig. 4 presents a comparison of the predictive performance
of one, two and three-step at the second study site. It shows
that SSA-MOEA/D combination model is the most accurate
prediction model among other models.

The same situation happens in the other three sites for the
MAPE of the established model are no more than 1% for
step one, respectively. They are the lowest value among other
compared preprocessing methods based model, and the same
as MAE, RMSE, and MSE. For DC, the proposed model has
the largest value among all the trial.
Remark: On this basis, the SSA-MOEA/D model has the

highest predictive accuracy and the average MAPE values
from one step to three steps are 0.6507%, 1.5598%, and
1.9980%. Furthermore, it indicates that the established model
is better than the other models on the basic of different
preprocessing methods, which can verify the validity of the
model.

F. EXPERIMENT III: COMPARE COMBINED MODEL WITH
CLASSIC INDIVIDUAL MODELS
To further compare and discuss the availability and superior-
ity of the hybrid model system, six other individual forecast-
ing models (ARIMA, BPNN, ELMAN, GRNN, ELM, and
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FIGURE 4. The multi-step prediction ability in Experiment II for Site2.

SVM) were used to carry out additional experiments with
calculating their respective index values. All experimental
prediction errors are listed in Tables 5 and Fig.5. The con-
clusions of Experiment 1 and Experiment 2 are very similar.
Therefore, the conclusions of this experiment are discussed
in detail.

For four datasets, The SSA-MOEA/D hybrid model has
achieved the highest accuracy for the three-step power load
prediction, where its error metrics is better than other models.
It can also be found that all MAPE values of proposed model
have very visible improvement compared with these individ-
ual models.

In addition, the BP model ranks second among the other
six individual models in site 1. For other sites besides site 1,
the ELM model has the relatively better prediction level, and
it takes turns with BP to occupy the second rank. ARLMA
achieves high precision in one-step prediction, but in two-step
and three-step, the precision decreases rapidly. This shows
that ARIMA is not suitable for multi-step prediction. For
ELMAN model, the accuracy is always lowest among other
individual models.

For the metrics MAE, RMSE, andMSE, the error values of
proposed model are lowest. And DC value of proposed model
is highest for three steps. These indicators are all consistent
with MAPE, shows that the proposed hybrid model has the

best forecasting ability no matter in one-step or multi-step
prediction.
Remark: Given the evaluation metrics in Table 5, SSA-

MOEA/D hybrid model is still superior to those individual
models, namely ARIMA, BPNN, ELMAN, GRNN, ELM,
and SVM. In addition, the BP model and ELM model
ranked second or three among other models but all the pre-
dictive performance of individual models is far inferior to the
combined model. Accordingly, the proposed SSA-MOEA/D
hybrid model is a good proposal for forecasting power load.

V. DISCUSSIONS
In order to discuss the experiment results in more detail and
reduce the error of load prediction, several discussions are
put forward, including the validity of the established model,
the optimize ability of the optimization algorithm, and the
practical application in power system.

A. DM TEST
Firstly, the validity of the model is verified by DM test.
All other models are compared with SSA-MOEA/D models.
Based on the theory of the DM test, the zero hypothesis
is there is no significant difference between the prediction
performance of the two models, and the other hypothesis
is there is a significant difference between the prediction
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TABLE 5. Performances of the hybrid model comparing with other single models.

FIGURE 5. The multi-step prediction ability in Experiment III for Site3.

performance of the two models. Table 6 gives the DM statis-
tics and average values of the four sites.

Table 6 shows that most of the values of DM test cal-
culate by the established model and the compared models
of the above three experiments are greater than the upper
limit of 1% significance level. Specially, the DM test value
between SSA-BPNN and the proposed model is greater
than the significant level upper limit of 5%. It indicated
in Table 6 that the minimum value of DM in the table
is 1.99, which is larger than Z0.05/2 = 1.96, except for
a few points which are not significant. Therefore, we can
conclude that H0 can be declined and the alternative hypoth-
esis could be accepted at 5% significance level, and this

also implies the probability accepted alternative hypothe-
sis is 95%. This proves the performance of the established
model is significant superior to that of the 13 compared
combinedmodels and the individual model, with a significant
level of 95%. In other words, compared with other models,
the accuracy of the proposed model has been significantly
improved.

B. PERFORMANCE OF THE OPTIMIZATION ALGORITHM
In order to research on the excellent performance of the
MOEA/D algorithm, two aspects are considered, which are
parameter settings and convergence testing of metaheuristic
algorithms.
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TABLE 6. The statistics value of DM test for experimented models.

TABLE 7. Parameter default settings of MOEA/D.

1) PARAMETER SETTINGS
Almost all metaheuristic algorithms need to set a series of
parameters, which may lead to different results. It is not easy
to find out the rule of parameter allocation, or to find out
that it follows this principle in general application. Therefore,
a discussion is carried out on MOEA/D, which uses various
parameter configurations to study the impact of changes in
parameters on forecasting performance, and to find out the
optimal parameter settings of the algorithm. Table 7 repre-
sents the parameter settings of MOEA/D algorithm.

The experiment for every values of each parameter is run-
ning 100 times, and the mean value and variance of MAE
and R2 are taken as the reference indexes. The specific exper-
imental value are listed in Table 8.

a: EXTERNAL PARAMETERS
External parameters are commonly used in all metaheuris-
tic algorithms. In this paper, three important parameters are
selected, which are iteration number, population size and
neighbor size. The effects of different values on the optimiza-
tion results are discussed respectively.

b: ITERATIONS NUMBER
Since the number of iterations greatly affects the running time
and calculation results of the algorithm, it is the first issue to
be discussed. We select 150, 250, and 350 iterations respec-
tively to discuss the performance of the algorithm. It can be
seen that when the number of iterations is 250, the mean value
and variance of MAE are the smallest, which are 42.8766 and
0.0005 respectively, and the mean value of R2 is the smallest,
which is 0.9991. In terms of running time, the smaller the

iterations, the smaller the operation time. We take the number
of iterations that the error is small and the time is not big as
the parameter value.

c: POPULATION SIZE
A certain amount of population size can ensure the accuracy
of the algorithm search, but too many will produce redun-
dancy. It can be observed that when the population size is set
to 100, 200, and 300 respectively, there is little difference in
mean value of MAE and R2, but there is a big difference in
variance. When the population size is 200, the MAE variance
is the smallest, which is 0.0005. When the population size is
100, the MAE variance is 1.1583. The variance of R2 has the
same situation. For the running time, the larger the population
size, the longer the running time. This is because the larger
the population size, the more the population to loop through,
the more time spent.

d: NEIGHBOR SIZE
Neighbor size is the particle number contained in each pop-
ulation. The default neighbor size of the algorithm is 30.
We discuss 20, 30, and 40 cases for comparison. It can be seen
that different neighbor sizes have little effect on theMOEA/D
algorithm. So neighbor sizewith relatively small running time
can be selected as the parameter value of the algorithm.

e: INTERNAL PARAMETERS
Internal parameters are relative to external parameters, which
are only used for specific algorithms. In this experiment, three
internal parameters of MOEA/D algorithm, crossover rate,
simulated binary crossover parameter, and polynomial vari-
ation parameter are selected for comparison and discussion.

f: CROSSOVER RATE
Crossover rate is used to judge the probability that two indi-
viduals need to cross in MOEA/D. The default crossover rate
of this MOEA/D algorithm is 2. We discuss the crossover
rate of 1, 2, and 3 respectively. It can be seen that when the
crossover probability is 1, 2, and 3, MAE and R2 are not very
different. But the variance is significantly smaller when the
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TABLE 8. Comparison of different parameter settings using NSW dataset.

crossover rate is 2 and 3. From the point of view of running
time, the elapsed time is not very different.

g: SIMULATED BINARY CROSSOVER PARAMETER
Simulated binary crossover (SBX) is a real-parameter com-
bination operator which is commonly used in MOEA/D to
optimization problems. SBX is actually designedwith respect
to the one-point crossover properties. The specific form of the
operator is as follows

x̃1j(t) = 0.5× [(1+ γj)x1j(t)+ (1− γj)x2j(t)]

x̃2j(t) = 0.5× [(1− γj)x1j(t)+ (1+ γj)x2j(t)] (13)

γj =


(2uj)

1
η+1 , if uj ≤ 0.5

(
1

2(1− uj)
)

1
η+1 , others

(14)

where uj ∈ U(0, 1) and η > 0 is the Simulated binary
crossover parameter discussed below. It can be seen from the
results that when the simulated binary crossover parameter
are 1, 2, and 3 respectively, the mean and time of MAE and
R2 do not change much, but the variance is obviously smaller
when the parameter is 2.

h: POLYNOMIAL VARIATION PARAMETER
The mutation operation of this algorithm is polynomial muta-
tion. Polynomial variation parameter 3, 5, and 7 are selected
for discussion, of which 5 are default polynomial variation
parameter. It can be seen that the mean and time of MAE and
R2 at these points are not much different, but the variance is
very small when the polynomial variation parameter is 5.

2) CONVERGENCE TESTING OF METAHEURISTIC
ALGORITHMS
To verify the effectiveness and efficiency of MOEA/D com-
pared with other multi-objective optimization algorithms,
four test problems are carried out respectively. Table 9 shows
the contents of the four test functions. By comparing different
optimization models, it is proved that the forecast ability of
the MOEA/D algorithm is superior to other multi-objective
algorithms. We select three other well-known multi-objective
algorithms as comparison algorithms, which are NSGA2,
MOALO, and MODA, and conduct 100 experiments on

FIGURE 6. Pareto optimal solutions of MOEA/D, MODA, MOALO and
NSGA2 for ZDT1, ZDT2, ZDT3 and ZDT4.

different population numbers [51]. The average values of the
indicators are listed in Table 10.

In this section, the selected performance indicators of
optimization algorithm include Inverted Generation Distance
(IGD) indicators (Mirjalili et al., 2016) and Spread (SP).
Besides, the operation time is considered as an indicator to
judge the efficiency. Specially, IGD is an index to show the
convergent condition of the algorithm. The results of IGD
could be applied to judge the robustness and stability of used
algorithm (Mirjalili et al., 2016;Mirjalili et al., 2017; Kusacci
and Cann, 2013). The smaller the IGD value, the better the
performance of the algorithm. In Pareto sets, SP is usually
used to evaluate the distribution of solutions. If SP equals 0,
all non-dominant solutions are equidistant.

The final simulation consequences are presented in
Table 10 and Fig. 6. The results show that for ZDT1, ZDT2,
ZDT3, and ZDT6, MOEA/D has the best performance. The
IDG of MOEA/D is much smaller than other algorithms,
which shows that the MOEA/D has the best convergence
performance. In particular, NSGA2 and MODA are subop-
timal algorithms. The convergence effect of MOALO and
MOGWO is much worse than other algorithms. For SP,
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TABLE 9. Details of Multi-objective test functions.

TABLE 10. Assessment results of MOEA/D and compared algorithms NSGA2, MOALO and MODA.

MOEA/D still has the best distribution performance. The
elapsed time of MOEA/D algorithm is significantly lower
than the time of the other three algorithms. In terms of work
efficiency, MOEA/D algorithm is undoubtedly the fastest
running and the best performance algorithm. When consider-
ing different population size, the population size is 100, 150,
200, and 300, respectively. Generally speaking, the larger the
population size, the better the convergence effect.

C. PRACTICAL APPLICATION IN POWER SYSTEM
Electricity has become an indispensable part of national eco-
nomic construction and people’s lives. The role of power grid
is to provide reliable, continuous and good quality power
to all kinds of users as economically as possible. In terms
of power system department terminology, it is necessary to
supply power reliably, safely and economically to meet the

requirements of load. Interruption, reduction, and inferiority
of power supplywill affect all sectors of the national economy
and people’s lives, and even cause serious political impact.
The size and characteristics of load are very important factors
for power grid planning and operation management. There-
fore, prior estimation of load variation and characteristics is
an important part of power system planning and operation
research. The load forecasting theory of power system has
been developed accordingly. The research of load forecasting
has more important significance especially in the process of
forming power trading market.

1) LOAD FORECASTING IS THE BASIS OF ECONOMIC
OPERATION OF POWER GRID
The economic operation of power grid is to achieve obvious
power saving effect without material investment. On the basis
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Algorithm 1MOEA/D
Input:
• MOP - multi-objective optimization problem
• N - the number of the MOEA/D subproblems
• λ1, . . . , λN - a uniform distribution of N weight vectors
• T - the number of the weight vectors in the neighborhood of each weight vector
• max_gen - the maximum number of generations

Output:
• EP - external population

Setup:
• Set EP = ∅
• gen = 0

Step 1: Initialization
• /∗Initialize an primary internal population uniformly randomly.∗/

P0 = {x1, · · · , xN } and FVi = F(xi)
• /∗Initialize z = (z1, · · · , zn)T by a specific problem method. ∗/
• /∗ Calculate the Euclidean distance between any two weight vectors, and then calculate the closest T weight vectors to
each weight vector.∗/

• ∀i = 1, . . . ,N , set B(i) = {i1, · · · , iT}
λi1, . . . , λiT represent the T closest weight vectors to λi

Step 2: Updating
• WHILE (t <max_gen) DO
• FOR EACH i = 1, . . . ,N DO

/∗ Genetic operators ∗/ /∗ Randomly select two indexes k , l from B(i), and then generate a new solution y from
xk and xl by using genetic operators. ∗/
• FOR EACH j = 1, . . . , n DO

/∗Update of z.∗/ if zj < fj(y), then set zj = fj(y) END FOR
• FOR EACH index j ∈ B(i) DO

/∗Update of neighboring solutions.∗/
if gte(y|λj, z) ≤ gte(xj|λj, z

∗

), then set xj = y and FVj = F(yj).
END FOR
• /∗Update of EP.∗/

/∗Remove from EP all the vectors dominated by F(y).Add F(y)to EP if no vector in EP dominate F(y). ∗/
END FOR

• t = t+1
ENDWHILE

• RETURN EP

of the safety, stability, economic operation of power grid, and
the guarantee of power supply, the existing equipment and
original funds are fully utilized to forecast the normal load
and the maximum load through the actual operation data of
the power network. Computation of various operation modes
allowed by the power grid and comparison with actual oper-
ation modes are made to rationally adjust the annual opera-
tion mode, quarterly operation mode, and monthly operation
mode of transformers so as to make the main transformers
operate economically. By changing the connection mode of
transmission line, adjusting load reasonably, and cutting peak
and filling valley, as well as reducing line loss, the maximum
economic benefit of network operation can be achieved.

2) LOAD FORECASTING IS THE GUARANTEE OF SAFE AND
RELIABLE OPERATION OF POWER GRID
The stable and safe operation of power system has become an
important prerequisite for the operation of national economy.
Because it is difficult to store large quantities of electric
energy, the production and consumption of electric energy
must be balanced at all times in the process of power supply.
Excessive electric energy will lead to the decrease of security
and stability of power grid, and the lack of electric energy will
affect the normal production activities of society. Accurately
load prediction can: A. sparingly manage the operations
of generators in electric system, B. retain the security and
steady of smart grid running, C. decrease rotating reservation
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capacity which are not necessary, D. rationally carry out the
unit maintenance project, E. ensure the normal production
activities of society, F. effectually decrease the expenses
of generating electricity, enhance social and economic
benefits.

3) POWER LOAD FORECASTING IS AN IMPORTANT PART OF
POWER SYSTEM PLANNING
The load level of power system determines the scale and
speed of its development. Therefore, the results of load fore-
casting determine the development of power system in the
future planning period to a certain extent. The accuracy of
load forecasting will directly affect the rationality of invest-
ment, network layout and operation. Accurate prediction of
local future power demand and grid capacity is of great
guiding significance to the determination of local power sup-
ply points and grid planning. Predicting the location, time
and quantity of load distribution is the basis of location and
capacity selection of high voltage substation, and its accuracy
also determines the operability and adaptability of power grid
planning.

VI. CONCLUSION
Credible and effectual electric load forecasting not only
occupies a significant place in the electric control and
the securty dispatch of the electricity grid, but also be
beneficial to environment and economic. However, the com-
plex fluctuation of power load makes it difficult to pre-
dict accurately. Consequently, this study proposes a new
hybrid SSA-MOEA/D power load combination forecasting
model.

This new model uses the advantages of each individual
predictionmodel effectively, and finally gets further improve-
ments. In particular, the original sequence is decomposed
by the data pre-processing technology, and the filtered time
series is reconstructed to eliminate the noise signals. Then,
the load data are predicted using the non-linear neural net-
work and the linear method ARIMA respectively. In addition,
In addition, a new algorithm based on MOEA/D is proposed
successfully, which integrates the weighted models to get the
final prediction results. Taking the 30-minute load data set
of Australian power system as an example, the ability of the
hybrid model are evaluated. The experiment concequences
show that the accurate and stabable ablility of the established
model are superior to other individual models for comparison.
Overall, the hybrid model developed in this article effectively
improves the efficiency of the power load forecast and adds
a new feasible scheme for smart network planning.

APPENDIXES
APPENDIX A
The pseudo code of MOEA/D.

APPENDIX B
See Tables 2–10.
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