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ABSTRACT For overhead long-distance high voltage direct current (HVDC) transmission lines, transients
are produced due to complicated field conditions and lightning activities. To ensure reliable operation
of protection devices, accurate recognition of faults and disturbances is quite critical. The most popular
recognition methods include threshold-based ones which require the proper setting of the threshold value, and
classifier-based ones that need suitable feature extractions. These methods depend heavily on the experience
of engineers or experts and are ineffective in dealing with the variation of system parameters. In this paper,
a transient recognition method based on stack auto-encoder (SAE) is proposed to characterize different
transients and to avoid human interferences. A symmetrical £500kv HVDC system is modeled to illustrate
the performance of the proposed method. The effect of some factors, such as noises and conductors, are
discussed and compared. The simulation results demonstrate that the proposed SAE-based recognition has
excellent potential in transient recognition of practical HVDC systems.

INDEX TERMS Stacked auto-encoder, VSC-HVDC, transient recognition.

I. INTRODUCTION

Considering some advantages, such as lower loss, more flex-
ible control, and larger transmission capacity, high voltage
direct current (HVDC) becomes a better choice for long-
distance power transmission. The traditional Line Commu-
tated Converter (LCC) based HVDC transmission can only
provide a point-to-point topology that connects two AC sys-
tems with large power sources. However, if the AC sys-
tem is not strong enough and faults occur, the LCC-HVDC
commutation failure may occur consequently. The wide use
of controllable power electronics, such as IGBTs (Insulated
Gate Bipolar Transistors), accelerates the development of
Voltage Source Converters (VSCs), where active power and
reactive power can be controlled separately. When com-
pared with LCC-HVDC, the VSC-based ones can easily real-
ize power reversal and avoid commutation failures [1], [2].
Also, VSC-HVDC is feasible to form practical meshed grids.
VSC-HVDC transmission is a good choice to deliver large
amounts of energy to loads in different regions [3], [4].
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VSC-HVDC generally adopts capacitors to support the
DC bus voltages. Once faults occur on transmission lines,
these voltage-supporting capacitors will discharge quickly
and result in large fault currents. In order to eliminate the
rapidly increasing fault currents and avoid huge damage to
the converter, transient protection such as travelling wave
protection, which can make a judgment in only a few mil-
liseconds, is commonly used as the primary protection of
VSC-HVDCs [5]. Practically, many HVDC systems use
overhead transmission lines for their economic construction
and high-voltage insulation capability. When compared with
cables, overhead transmission lines are economical and con-
venient for the construction, but more likely to be affected by
faults and interferences. Lightning strokes are the most com-
mon transients on overhead transmission lines. Even though
the lightning strokes may not lead to faults, they can also pro-
duce rapid increasing currents, which are similar to ground-
ing faults, and lead to misjudgments of protection devices.
So, to ensure the stability and reliability of VSC-HVDC,
the protection of the transmission line should be effective and
robust [6]. When a large-amplitude transient is detected, it is
crucial to identify whether the transient is a disturbance or
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a fault and make a response as soon as possible. Therefore,
the recognition of transients on HVDC transmission lines is
a critical function of protection units.

Traditional transient recognition methods usually contain
two parts: feature extraction and classification. A lot of meth-
ods are used for feature extraction, such as S transform,
wavelet transform, mathematical morphology, and so on.
S-transform has high frequency-resolution at low-frequency
range, but it cannot produce reliable performance when ana-
lyzing electrical transients whose information is contained
in high-frequency ranges [7]-[9]. Wavelet transform is also
very popular and useful in characterizing time-frequency
features [10]-[12]. A number of forms, for example, wavelet
entropy [13], wavelet energy [14], and relative entropy of
wavelet energy [15], are widely employed. But the wavelet-
based features depend on the selection of wavelet basis.
Additionally, the time delay is another problem of wavelet-
based features in real-time processing [16]. Mathematical
morphology-based features, which reveal time-frequency
characteristics of transients [17]-[19], are more likely to
rely on the experiences of engineers. The existing feature
extraction methods are proved to be effective in many circum-
stances, but most of them need the help of experts to produce
reliable performances.

For the classification, thresholding is the basic method,
while classifiers are regarded to produce better results. But
the performance of classifiers depends on the extracted fea-
tures and their application scenarios. For example, Support
Vector Machine (SVM) is suitable for solving two-type clas-
sifications with small samples [20], [21]; the shallow neural
network is difficult to represent complicated functions, and
training deep neural network is a tough job as the number of
training samples in power system is usually limited [22], [23].
For a practical HVDC transmission, only a few transients can
be collected to form a small sample. The classifier trained
with this kind of sample might not perform well on the
transients from other similar systems. Therefore, for transient
recognition in practical systems, a classifier with higher accu-
racy and better generalization is needed.

The performance of above mentioned traditional recog-
nition methods depends heavily on how unique and stable
the features are. But fault transients on HVDC transmission
lines show obvious nonlinear characteristics and are easily
affected by high frequency disturbances. It is not an easy job
to find a stable and reliable representation for such nonlinear
signals. The deep learning algorithms with layerwise unsu-
pervised learning can provide a better solution for extract-
ing nonlinear features and modeling complex relationships
between variables. Also, better generalization performance
can be achieved. As one of the most popular unsupervised
learning methods, a Stacked Auto-Encoder (SAE) is a neu-
ral network consisting of multiple layers of sparse Auto-
encoders in which the outputs of each layer are wired to the
inputs of the successive layer. It extracts features of signals
layer by layer. The SAE-based features are independent of
experiences and human interferences, and they are suitable
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for fault classification in complex nonlinear systems. But the
related research are rarely reported.

Based on the feature learning capability of SAE,
a SAE-based end-to-end transient recognition method is pro-
posed in this paper. The following contents of this paper are
organized as follows: Section 2 introduced the fundamentals
of VSC-HVDC systems, and three kinds of transients are
modelled and analyzed. In Section 3, the definition of SAE is
introduced, and a SAE is designed for transient recognition
in HVDC. In Section 4, the architecture and functions of
the proposed SAE are discussed and properly selected. The
performance of the proposed method is demonstrated and
compared in Section 5. The simulation results show the
proposed SAE-based method is effective, robust, and has
better generalization performance.

Il. TRANSIENTS IN HVDC TRANSMISSIONS

A. FUNDAMENTALS OF DC TRANSMISSIONS

In HVDC transmission systems, the converter station is
an important equipment that converts energy and connects
both DC and AC systems. The topology and grounding
methods of the converter determine the transient features
of HVDC systems. The most commonly discussed topolo-
gies of VSC-HVDC systems include: symmetrical single
polar HVDC, unsymmetrical single polar HVDC, and bipo-
lar HVDC [24], [25]. Due to its economical operation and
high efficiency, symmetrical single polar HVDC is used
in some practical projects, for example, Shanghai Nanhui
HVDC that connects wind farms to transmission systems.
A typical symmetrical single polar HVDC is presented in
Fig.1. Here, two-level VSC convertors are adopted. The VSC
convertors are directly grounded at the DC side and grounded
with a large resistor at the AC side. Since the neutral point
of supporting capacitor is grounded, the potentials of two
transmission lines have opposite polarities but same ampli-
tudes. Current limiting reactors L are usually equipped at the
terminals of transmission lines to eliminate the rise rate of
fault current.

VSC1 Vsc2

AC1

®_

AC2

Rectifier ) Inverter
station station

FIGURE 1. Diagram of a point-to-point VSC-HVDC transmission system.

B. TYPES OF TRANSIENTS
For overhead transmission lines, most of transients are gener-
ated by lightning strokes, which account for more than 40% of
faults or even around 80% in some cases. Additionally, 70%
of short-circuit faults are pole-to-ground ones [5].

If a large-amplitude transient is detected by the measure-
ment units M, the protection devices of transmission line will
be activated and distinguish disturbances from faults. Due to
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the existence of reactors, transients beyond the transmission
lines will be eliminated, and only the faults within the trans-
mission line need to be identified. Therefore, three types of
transients are discussed in this paper: single-pole to ground
fault, lightning disturbance and lightning fault.

1) GROUND FAULT

Single pole to ground fault means one of the DC transmission
lines is grounded with a fault. The fault transients include two
phases: capacitor discharging and AC current feeding. In both
phases, the voltage of the faulted pole decreases, and the
current in the faulted pole increases. As demonstrated by the
symmetrical single polar HVDC shown in Fig.1, the single-
pole-to-ground fault will result in a voltage increase of the
normal pole. As the voltage of the faulted pole decreases,
the fault current will reach its peak and decay to a small value
within a quite short time.

Short circuit faults can be modelled mathematically by a
voltage source with a step waveform, as in (1). The value of
superposed voltage source E is the reverse of the voltage at
the faulted point just before fault occurrence.

V(t) = Ee(t) (1

2) LIGHTNING DISTURBANCE AND LIGHTNING FAULT

The lightning strokes that cause overvoltage and overcur-
rent transients on overhead HVDC transmission lines can
be classified into two types: indirect strokes which strike on
towers, grounding wires, or buildings near the transmission
line; and direct strokes which hits the overhead transmission
wire directly. In practice, indirect strokes can rarely lead to
insulator flashover on transmission lines over 110 kV [26].
So, only the lightning transients caused by direct stokes are
analyzed in this paper. When a lightning discharge strikes
on HVDC transmission systems, it can be modelled by a
single current source before the insulation breaking-down.
But when the lightning overvoltage on the HVDC system
exceeds the breaking-down threshold, grounding faults will
follow, which is modelled by a step voltage source. The
mathematic model of the lightning current source is a double-
exponential impulse with shorter rise time and longer fall
time, as in (2) [27].

i(t) = AlL (exp(—at) — exp(—p1)) @)

where, A is the amplitude correction coefficient, I is the
peak amplitude of the lightning current, « is the waveform
coefficient of the rising time, and § is the waveform coef-
ficient of the falling time. The current sources i(#) with
small magnitudes are used to simulate lightning disturbances.
Lightning faults are simulated by both current source i(¢) and
superposed voltage source V(t).

C. WAVEFORM ANALYSIS OF DIFFERENT TRANSIENTS
From the above analysis, the transients on overhead
HVDC transmissions are mainly responses of step voltage
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sources or impulsive current sources with different parame-
ters, for example, magnitude, fault instant, fault location, and
so on. The transient responses with the same kind of exci-
tations might have similar waveforms. Thus, the analysis of
different waveforms is quite useful for transient recognitions.
Normalization is adopted to avoid the effects of amplitude.
As in (3), linear normalization is employed in this analysis.
Here, max(x) and min(x) are the maximum and minimum
values of a transient data vector x, and z is the normalized
vector.

z = (x — min(x))/(max(x) — min(x)) 3)

Fig.2 illustrates both the original waveforms and ampli-
fied normalizations of different transients: single-pole-to-
ground fault (GF), lightning disturbance (LD), and lightning
fault (LF). The effects of various factors, for example, transi-
tion resistances and fault locations, are discussed.

- 10km
- 60km

110km)|
- 160km|

il

< 80
$ W
L 40 1 0.2105 0.211_0.2115 0.212
3 L™\ £ TmegEa,

a0l it

0.21 0.22 0.23 0.24 0.25 0.26
Time(s)
(b)
60
— 10km

40 -= 60km
— 3 110km|
< ;
= % |--160km|
£20 \
3 | 0.21 0.2105 0.211 0.2115 0.212

0 A Time(s)
ik
-20
0.21 0.22 0.23 0.24 0.25 0.26
Time(s)
(c)

5 010
0.8 -10

P I e 50

= £ - 10Q

= £0.4 .

5} oy o~

£ 202 A |

o

0.21 0.2105 0.211 0.2115 v0.212
Time(s)

JLet,
or— ] TP,
0.21 0.22 0.23 0.24 0.25 0.26
Time(s)
(d)
C i — 10km
» -- 60km
240 2ms 110km
= --160km|
=
820 '
3 021 02105 0.211 02115 0212

 EEE LERRE Rt s~

0.21 0.22 0.23 0.24 0.25 0.26
Time(s)
(e)

FIGURE 2. Transients before and after normalization, (a) GFs

with different locations, (b) GFs with different resistances, (c) LFs with
different locations, (d) LFs with different resistances, (e) LDs with
different locations.

As demonstrated by Fig.2, normalization can eliminate
the effect of grounding resistance. For example, the nor-
malized waveforms in Fig.2(b) and Fig.2(d) are much more
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similar than original ones. But the location-related varia-
tions still exist after normalization. The impulsive oscillations
in Fig.2(c) repeat with different time delays when lightning
strikes different locations. For all three kinds of normalized
waveforms, GFs which is the response of voltage excitations
are quite different from the others. LDs are the responses of
current excitations, and LFs are the responses of both voltage
and current excitations. LGs and LDs look quite similar as
they are both current excitations before insulation breakdown.

Ill. FUNDAMENTALS OF STACKED AUTO-ENCODER

An auto-encoder (AE) is a type of artificial neural network
used to encode data efficiently in an unsupervised way. It con-
tains two parts: encoder, which compresses the input data
with large dimension into a short code, and decoder, which
reconstructs the code to be a signal that closely matches the
original data. Therefore, with proper design, auto-encoders
with unsupervised learning algorithms can be stacked and
used in feature extraction and to form a transient-recognizing
network.

FIGURE 3. A typical structure of an AE.

A. INTRODUCTION OF AUTO-ENCODER

Architecturally, the simplest form of an auto-encoder is a
feedforward, non-recurrent neural network which is quite
similar to another single-layer perceptron. Fig.3 shows the
structure of the simplest auto-encoder, where only one hidden
layer is included. This encoder, which includes the input
layer and the hidden layer, maps input x to space A. This
mapping progress is as in (4). Here, W is a weight matrix,
b is a bias vector, and S is an activation function such as a
sigmoid function or a rectified linear unit. The vector h =
(A p@ R g usually referred to as a code of the
input x, m suggests the hidden layer dimension.

h=f(x) = S(Wx + b) )

After that, the decoder, which contains the hidden layer
and the output layer, maps % to the reconstruction z of the
same shape as x. This decoding progress is as in (5). Here,
7= [z(l) @ .. .z(“)] is the reconstructed vector of code /4, and
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n is the dimension of the input layer. W’ and b’ are the weight
matrix and bias vector of the decoder. If the code space has
lower dimensionality than the input space, the vector / can be
regarded as a compressed representation, or in other words,
the feature of the input x.

z=g(y) =SW'y+b) &)

The auto-encoder is usually trained with a backpropa-
gation algorithm to minimize its cost function, as in (6)
and (7). By adjusting network parameters 6, weight matrix
(W and W’) and bias vectors (b and b’), the reconstruction
error L(x,y) can be minimized. A stochastic gradient descent
algorithm, as in (8) and (9), is often used to update weights
and bias for each iteration.

Lx,y) ==Y [y + (1 —x)In(1—y)]  (6)

i=1
v el ()] @
i=1

Jag (0) =
0
beb—ely ©
= —_— & —
ob

B. INTRODUCTION OF STACKED AUTO-ENCODER

A stacked auto-encoder (SAE) is a neural network consist-
ing of multiple layers of sparse auto-encoders in which the
outputs of each layer are wired to the inputs of the successive
layer. The formation process of a two-layer SAE is illustrated
in Fig.4. The primary code y1 of the first AE (AE1) serves as
the input of the second AE (AE2). The secondary code y2 of
AE2 can be used as the features of raw input x.

22

X

FIGURE 4. A demonstration of the stack of two AEs.

C. FEATURE EXTRACTION

Traditional feature extractions are mainly expert-based,
where experts give feature extraction methods according to
the analysis of certain kinds of data set. These methods are
time-consuming, and feature representations might be dif-
ferent for various cases. Different from traditional expert-
based ones, AE provides an unsupervised-learning way to
extract features. The codes of three kinds of transients in
HVDC overhead transmission are studied in this Section to
test the feature extracting capability of SAE. Due to the
speed requirement of protection response, only a short seg-
ment of post-fault transients can be adopted, for example,
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FIGURE 5. Secondary features of different transients.

a two-millisecond data segment. So the dimension of tran-
sient input is 200 when the sampling frequency is 10 kHz.
A SAE with two hidden layers and a size of 200 - 50-10
is adopted to illustrate the feature extracting capability.
Fig.5 shows the secondary features of different transients
extracted by the designed SAE. For different transients,
the distribution of secondary features should be as unique as
possible. Compared with LD and LF, the secondary features
of GF are entirely different. The secondary features of LF and
LD are similar at most neutrons, but these two can still be
distinguished at some neutrons such as neutron 4.

When using a SAE to encode the features of transients,
it is necessary to consider the influences from grounding
resistances and locations on both practical fault transient and
disturbance transients. To demonstrate the coding stability of
SAE, the effects of various factors on the secondary features
are discussed. For the same transients, their feature distribu-
tion should be as similar as possible. As demonstrated by
Fig.6, the features extracted by the SAE are insusceptible to
distance variations.

Fig.7 shows the secondary features with different ground-
ing resistances which vary from 12 to 2092. Although the
change of grounding resistance can lead to slight variations
at some neutrons, the trend of secondary features in Fig.7 is
similar.

Wavelet energy is a commonly used tool in feature extrac-
tion. The transient signal is decomposed by wavelet to calcu-
late the energy of each frequency band, and as in (10), where
E; is the wavelet energy of each frequency band, x; is the
wavelet coefficient of the calculated frequency band, and n
is the number of decomposed level. The wavelet energy of all
decomposed frequency bands forms a feature vector.

n

Ei =) |xl?

k=1

(10)

To demonstrate the stable performance of feature extrac-
tion, the features produced by both wavelet energy and SAE
are compared. Here, ‘db4’ is selected to be the wavelet
base, and the decomposition level is 10. Feature vectors
[E1 E> ... Ejp] of different kinds of transients are con-
structed and shown in Fig.8. They have the same dimensions
with secondary features in Fig.8. The wavelet features of LD
and LF are similar in general distribution. Compared with the
SAE-features in Fig.5, where more unique distributions are
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FIGURE 6. Effect of distance, (a) features of LD, (b) features of LF,
(c) features of GF.
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FIGURE 7. Effect of grounding resistances, (a) features of GF, (b) features
of LF.

revealed, the wavelet-energy-features are more likely to pro-
duce incorrect recognitions if the same classifier is adopted.

The effect of distance and grounding resistance on wavelet-
energy-features are studied and displayed in Fig.9 and Fig.10,
respectively. Among the three types of transients, LDs appear
to be more sensitive to distance than the others. The feature
distributions of both LFs and GFs can be influenced by the
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change of grounding resistances. Compared with SAE-based
features, wavelet-energy-based ones are less robust and more
sensitive to transient parameters.
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FIGURE 11. The structure of a SAE network with two hidden layers.

IV. SELECTION OF SAE PARAMETERS

With stable secondary features, a SAE can be used to recog-
nize different transients if a Softmax layer is added. A struc-
ture of the SAE for classification is illustrated in Fig.11.

When used for classification, a good way to obtain proper
parameters for a SAE is to use greedy layer-wise training. The
training procedure is as follows:

1) Pre-training: the encoding layer of AEs are trained
separately, and their optimal trained network parameters 6
are kept. The features of AE is used as the input of the
next one.

2) Network construction: These encoded features are
treated as “‘raw input” to a Softmax classifier, which is
trained to map encoded features to labelled outputs.

3) Network initialization: The parameters 6 are initialized
with the optimal network parameters of self-encoders after
pre-training.

4) Fine-tuning: the entire network is fine-tuned. With
labeled outputs, the SAE parameters are updated with back-
propagation algorithms to achieve global optimization.

A feedforward network with a linear output layer and
at least one hidden layer with any ‘“‘squashing” activation
function (such as the logistic sigmoid activation function)
can approximate any Borel measurable function from one
finite-dimensional space to another with any desired nonzero
amount of error [28]. For different applications, the architec-
ture and the functions should be properly selected to speed up
the training procedure, to improve the generalization capa-
bility, and to reduce training errors. Here, the number of
layers and the size of hidden layers are discussed when the
architecture of SAE is designed. The functions which include
activation function, loss function, and regulation function are
also discussed.

A. SELECTION OF LAYER NUMBER

The size of input and output layers are the number of raw
inputs and the number of transient types, respectively. The
performance of different SAE networks are evaluated by their
training time and errors. Since weights and thresholds of SAE
are initialed randomly, the average performance of 5 trained
networks is shown in Table 1. Except for the architecture,
all training parameters were the same in this comparison.
Obviously, the training time of SAE increases with the
increase of the layer numbers. As the number of layers
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TABLE 1. The training time and training errors with different number of
layers.

Structure of net Training time MSE
200-50-3 11.39s 0.0144
200-100-10-3 17.98s 0.0032
200-150-100-50-3 39.84s 0.0106
200-150-100-50-10-3 48.56s 0.609
200-150-100-50-30-10-3 176.98s 0.572

increases from 3 to 4, the recognition rate increases and
reaches its peak. The mean square errors (MSE) between
target outputs and trained outputs are also used for evaluation.
But when the number of layers continues increasing, the MSE
decreases significantly, which is resulted from the overfitting
that is generated by too many hidden layers. A SAE works
best when its calculating capacity matches the complexity of
the task and the amount of training data. The 4-layer network,
which includes two AEs, has the lowest MSE and shorter
training time, and it is thus selected in this paper.

B. SELECTION OF HIDDEN LAYER SIZES

As aforementioned, two hidden layers are chosen for the
SAE. The size of hidden layers: the second layer S2 and
the third layer S3, are discussed. To reduce the dimension of
extracted features layer by layer, the size of the hidden layer
should be smaller than that of its former one. The average
training errors of SAE networks are adopted to help to set
the architecture parameters. According to the errors shown
in Fig.12, the SAE network has better performance when
S2=13 and S3=85. So, the SAE architecture is selected to
be 200-130-85-3 in this paper.

FIGURE 12. The distribution of training errors with different size of
hidden layers.

C. SELECTION OF ACTIVATION FUNCTION

The expression ability of deep network is improved by
using the nonlinear activation function as the activation func-
tion. The quality of an activation function can influence the
performance of a neural network. To choose the appropriate
activation function for this task, the network structure is
ignored, but the saturation problems and the rate of conver-
gence are discussed. During the training process, a saturation
of the activation function which may lead to learning dif-
ficulties should be prevented. The activation values should
approach their stable limits as fast as they can. Activation
values of three common functions: rectifier (ReLU), sigmoid,
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FIGURE 13. Mean and standard deviation of the activation values,
(a) rectifier function, (b) sigmoid function, (c) tangent sigmoid function.

and tangent sigmoid (Tansig) are discussed. Fig.13 shows
the trend of the activation values of different layers during
supervised learning. Both the mean values (bold lines) and
the standard deviations (vertical bars) of 320 test samples at
each epoch are demonstrated. Layer 1 and layer 2 stand for the
outputs of the first and the second hidden layer, respectively.

The activation values of the rectifier are shown
in Fig.13(a). The saturation still exists in the first 10 epochs.
But rectifier function can escape saturation state quicker than
sigmoid function. But rectifier function needs more than
50 epochs to realize convergence. Fig.13(b) shows the acti-
vation values of sigmoid function. The output of the layer 2
fluctuates around its saturation limit O at the beginning of
training, then jumps out of the saturation state after 10 epochs,
and finally approaches to the stable state around 20 epochs.
Fig.13(c) displays the outputs of tangent sigmoid function.
The output of layer 2 completely saturated at the beginning of
training, which prevents gradient return and hinders the deep
layers from learning useful characteristics. The activation
values of layer 2 escape saturation gradually and converge
at around 35 epochs.

All errors decrease with the increase of training epochs.
Among the three functions, sigmoid function performs best.
Its error drops more quickly, and its error value is smaller than
those of the other two. Therefore, sigmoid function is selected
as the activation function in this paper.

D. SELECTION OF COST FUNCTION

A cost function J(0) represents the difference between the
predicted value and the actual one. The training process of a
model is the process of optimizing the value of cost function.
MSE and cross-entropy are the most commonly used cost
functions.

14229



IEEE Access

G. Luo et al.: SAE-Based Transients Recognition in VSC-HVDC

1) MSE

The definition of MSE is as in (11). f(x; 0) is the predicted
value of the neural network and y is the actual value. x is
the input, and 6 is the neural network parameter value. The
gradient will become very small as output neuron reaches
saturation. It is more suitable for regression rather than
classification.

1
I O) = S Ex ypaara Iy = (53 0)° (11)

2) CROSS-ENTROPY

If the maximum likelihood theorem is used to train network,
it is necessary for a network to learn a complete probability
distribution p (y | x; 6). With the maximum likelihood theo-
rem, the cross entropy between the actual training data and the
model prediction is taken as a cost function. Cross-entropy
as the cost function eliminates the exponential effect in the
output neuron and avoids saturation. The cost function is
shown as in (12).

J ) = _Ex,yNﬁdata 10gp mod el (V[X) (12)

Since the training procedure depends on how the gradient
is updated, the cost functions can affect the performance of
a neural network. To choose an effective cost functions for
proposed SAE, the training errors of SAEs with same settings
but different cost functions are listed in Table 2. The training
errors are the average of 5 trained SAEs. It can be clearly
concluded from the table that the SAEs perform better with
cross-entropy. Cross-entropy is thus used as the cost function
in the proposed SAE.

TABLE 2. Errors of trained network with different cost functions.

Cost Function Cross entropy MSE
Error 0.0090 0.0101

E. L2 PARAMETER REGULARIZATION

In order to prevent overfitting and to improve the generaliza-
tion ability of the neural network, L? regularization method is
adopted; namely, the original cost function is directly added
with a regularization term, as in (13):

A
J=Jy+ — 2 13
0+2n;w (13)

where, Jy is the original cost function, the rest is the regular-
ization term of L2, w represents all of the weights that should
be affected by a norm penalty, n denotes the size of the train-
ing set, and A is the regulation coefficient. The recognition
rate of network can be affected by the regulation coefficient.
Fig.14 illustrates the relationship between the regularization
coefficient and recognitions, which is the average result of 5
trained SAEs. Clearly, when regulation coefficient is selected
around 0.02, a better recognition rate will be achieved. Thus,
the regulation coefficient is selected to be 0.014.
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V. SIMULATION AND COMPARISON

To demonstrate the performance of proposed SAE-based
transient recognition, a two-terminal point-to-point
VSC-HVDC transmission system, as shown in Fig.1 is mod-
elled on the platform of PSCAD. VSCI1 is the rectifier, and
VSC2 is the inverter. The transmission capacity of this system
is 500 MW. The DC bus voltage is £500kV, and the midpoint
of the supporting capacitor is grounded. The transmission line
is modeled with the frequency-dependent model, and its total
length is 250 km. The ground wire type is GL-70, and the
transmission wire type is 4*LGJQ-300 [29].

For VSC-HVDC transmission, the protection unit must
make the judgment in only a few milliseconds to avoid
large-amplitude fault currents, which are hard to isolate.
The protection algorithm will start when the fault current
exceeds 1.2 times rated current value, and only a data segment
of 2 milliseconds will be collected for transient recogni-
tion. All transient currents are normalized with equation (2)
and used as the input of SAE. Since the sampling fre-
quency is 100 kHz, the size of the raw input of SAE is 200
(2x1073sx 100 x 103samples/s=200).

A. RECOGNITION RESULTS

The three kinds of transients introduced in Section 2: single-
pole-to-ground faults (GF), lightning faults (LF), and light-
ning disturbances (LD) are simulated to test the performance
of proposed SAE. For each kind of transients, 200 samples
are generated. Among them, 80% of samples are used for
training (480 samples in total), and the rest 20% are used
for testing (120 samples in total). According to the high
voltage insulation and lightning protection [30], the negative
lightning current waveform with 2.6us rising time and 50us
decaying time is adopted in simulations. The peak current
amplitude varies from 10kA to 30kA for LDs, and from 25 kA
to 100kA for LFs. The grounding resistance, both for GFs and
LFs, varies between 12 and 50€2.

Table 3 shows the simulation settings and recognition
results. All GFs are correctly recognized with only 2 millisec-
ond post-fault current signals. But misjudgments occur when
recognizing LDs and LFs. One LD is misjudged to be LF,
while one LF is misjudged to be LD. However, the overall
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TABLE 3. Recognition result of proposed SAE.

T Grounding  Lighting Samples  Recogn  Misjudgment
e resistance current number itions number
10kA- o
LD / 30KA 40 97.5% 1 (LF)
LF 1Q-50Q 123(1)(]2; 40 97.5% 1 (LD)
GF 1Q-50Q / 40 100% 0

recognition rate of three transients is 98.3 %, which is effec-
tive enough when only 2 millisecond signals are used.

B. EFFECT OF NOISES

In practical applications, transient signals detected by mea-
suring devices are often polluted by noises. There are a lot
of noise sources, for example, operations of power electronic
devices and measuring background noises. Measuring back-
ground noises are usually known as Gaussian white noises,
and they are commonly encountered in online measurements.
To test performance of proposed SAE-based transient recog-
nition, Gaussian white noises with different signal-to-noise
ratios (SNR) are thus added to the test samples, and the recog-
nition results are shown in Table 4. All GFs can be correctly
recognized, no matter how serious noise pollution is. When
the SNR continues decreasing, more misjudgments occur. For
example, 4 LDs are recognized to be LFs when the SNR is
60dB, and 6 LFs are classified to be LDs when SNR is 40dB.
But when the SNR reaches 30 dB, the overall recognition rate
is 95%, which is acceptable for most applications. So, the pro-
posed SAE-based method is still effective in the presence of
noises.

TABLE 4. Recognition results of proposed SAE with different SNRs.

Type of SNR 60dB  50dB  40dB 30dB
transients
LD Recognitions 90% 90% 100% 100%
Misjudgments 4 (LF) 4 (LF) / /
LF Recognitions 100% 100% 85% 85%
Misjudgments / / 6 (LD) 6 (LD)
GF Recognitions 100% 100% 100% 100%
Misjudgments / / / /
Recognitions 96.7%  96.7% 95% 95%

C. EFFECT OF CONDUCTORS

The transient characteristics will vary with the parameters
of conductors, for instance, radius, resistance, material and,
so on. The simulated transmission line model in PSCAD
can only work as a kind of particular conductor as close as
possible. But in practical HVDC systems, the conductors are
different. It is necessary to discuss the performance of the
proposed method on different conductors. To demonstrate the
identification capability of the proposed method, transients
collected from HVDC systems with four different conductors
are analyzed. The parameters of the four conductors are listed
in Table 5.
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TABLE 5. Parameters of 4 conductors.

Total Total
Type of Out number number  Strands DC
conductor radius of of outer radius resistance
strands strands
Stranded
. 0.0126m 37 18 0.0018 0.11195Q/km
wire 1
Stranded 4 0091 m 19 7 0.0018  0.27966Q/km
wire 2
Stranded 5 1383m 61 24 000154  0.0854Q/km
wire 3
Stranded ) 1698m 37 18 0.0014  0.1889Q/km
wire 4

TABLE 6. Recognition results of proposed SAE with different conductors.

Type of transient LD LF GF
Recognitions 97.5% (2LF) 97.5% (2LD) 100%

20 samples are generated for each kind of transient
and each type of conductor. So, 240 transient samples
(20 x 3 transients x 4 conductors=240) in total are col-
lected and tested by the proposed SAE. The results are
shown in Table 6. Only 2 LDs and 2 LFs are misjudged
in 80 samples. The recognition results of the proposed SAE
are unchanged when the line parameters change. The total
recognition rate is 97.5% for LD and LF, and 100% for GF.
It can be concluded the proposed SAE-based transient recog-
nition is robust to the changes of the conductor, and it has
great potential to be used in practical applications.

D. COMPARISONS

To demonstrate the effectiveness of the proposed SAE-based
recognition method, the transients used in Section C are also
recognized by three existing recognition methods: a practical
one: differential integral method, a signal processing based
one: wavelet transform method, and a traditional machine
learning based one: neural network method.

1) DIFFERENTIAL INTEGRAL METHOD

In practical applications, simple calculations such as incre-
ment are used to discriminate faults and interferences. A type
used one is the differential integral method [30], [31]. The
differential of current measurement is integrated to obtain the
current increment Al, whose definition is as in (14). Here,
TD is the integral time constant; TI is the differential time
constant; /g is the current input.

Tp
Al = Al—1) + T(AIdH(n) — Alga(n-1)) (14)
1

Since interferences do not lead to the variation of sys-
tem models, their increment is smaller than those of faults.
A threshold is usually adopted, and 15 is chosen in this
comparison according to the settings of VSC-HVDC model.

2) WAVELET TRANSFORM METHOD
Wavelet transform is the most widely used tool in analyzing
the multi-resolution time-frequency spectrums of transient
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signals [32]-[34]. Since grounding fault can be mathemati-
cally modeled by a step function, the energy of its current
response should be concentrated in lower frequency bands
while most energies of interferences are contained in the high
frequency range. The distribution of the wavelet energy spec-
trum is often used in distinguishing faults and disturbances.
Here, the energy ratio of a 5-layer wavelet energy spectrum
is adopted in comparison when sampling frequency 100kHz
is used. The definition of energy ratio is as in (15):
Ej,
=%
where, Ej represents the high-frequency energy of detail
coefficients, Ej is the low-frequency energy of approximate
coefficients. The parameter k is selected to be 0.6. If the
energy ratio k is larger than 0.6, the transient is classified to
be interference. Otherwise, it is regarded to be a fault.

k (15)

3) NEURAL NETWORK METHOD

Back-propagation (BP) neural network is a classical machine
learning method and was commonly used in transient recog-
nition of power systems. In order to eliminate the influences
from architecture and functions, the parameters of the BP
network are set as the same as the proposed SAE. The BP
neural network is also set as a 4-layer network: 1 input
layer, 2 hidden layers and 1 output layer, and its size is
200-135-85-3, which is the same as the proposed SAE. The
sigmoid function is adopted as an activation function for both
the hidden layers and the output layer. Gradient descent back-
propagation is used as the training algorithm. All the same
samples used in Section C are used to train and test the
designed BP network.

The performance of traditional methods and proposed SAE
based methods are illustrated in Table 7. The duration of input
suggests the data length of transient signals. The computation
duration is the time that each method needs to complete the
calculation on a computer with 2.2GHz-CPU. For all these
methods, 80 transient samples composed of LD (40 samples)
and LF (40 samples) are recognized.

TABLE 7. Comparisons between different recognition methods.

Reconition Duration ~ Computation Recognition rate
g of input duration (misjudgments)
Dl_fferentlal 10 ms 0.307 ms 65% (25)
integral
Wavelet 5 ms 0.46 ms 78.75% (17)
transform
P neural 2 ms 0.247 ms 87.5% (10)
network
Proposed 9
SAE-based 2 ms 0.241 ms 97.5% (2)

In order to avoid the transient influences from grounding
capacitances, integral methods usually need to wait until the
decay of oscillations. Among all these methods, the differ-
ential integral method requires the longest transient inputs.
Its total processing time is more than 10 times that of
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other methods. Wavelet transform includes a lot of convolu-
tion calculations, which requires more time. So, the computa-
tion duration of the wavelet transform method is the longest.
The training of neural network which require a large amount
of computation are performed offline, while the online recog-
nition is very quickly. As shown in Table 7, the online
computation durations of neural networks are a bit more
than 0.2 milliseconds.

Besides the advantages in the aspect of processing time, the
recognition results of the proposed method are much better
than the others. The machine learning-based methods show
better performance than thresholding-based ones. With more
stable feature representations, the SAE-based method gen-
erates higher recognition rates than the supervised learning
network.

VI. CONCLUSION

In this paper, a SAE with the proper design is used to clas-
sify the transient currents of LD, LF and GF, which are
commonly encountered in overhead HVDC transmissions.
The architecture and functions of SAE are discussed and
carefully selected. The recognition performance of the pro-
posed method is tested by various scenarios. The test results
demonstrate SAE is effective in identifying different transient
currents and is immune to the effect of grounding resistance,
locations, type of conductors, and noises. Compared with
traditional methods, SAE performs better in recognition rates.
Based on the analysis and discussions mentioned in this
paper, SAE reveals excellent performance in feature extrac-
tion and transient recognition and is highly potential to be
used in practical applications.
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