
Received December 17, 2019, accepted January 8, 2020, date of publication January 13, 2020, date of current version January 24, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2966400

A Systematic Review on Fusion Techniques and
Approaches Used in Applications
SHAIDAH JUSOH 1 AND SUFYAN ALMAJALI 2, (Member, IEEE)
1Department of Computer Graphics and Animation, School of Computing Sciences, Princess Sumaya University for Technology, Amman 11941, Jordan
2Department of Computer Science, School of Computing Sciences, Princess Sumaya University for Technology, Amman 11941, Jordan

Corresponding author: Shaidah Jusoh (s.ibrahim@psut.edu.jo)

This work was supported by the Princess Sumaya University for Technology’s Research Incentives Program.

ABSTRACT Fusion technologies have rapidly evolved. These technologies are normally customized
according to the needs of domains. Despite a large number of publications on intelligence fusion applications
for various domains, they are scattered. The aim of this review is to present the state of the art for intelligence
fusion applications within a specific domain. We identified three major domains for the purpose, namely
robotics, military, and healthcare, during the initial process of the systematic review. These three domains
are always in need of superior intelligence. Articles were searched mainly in IEEE Xplore. We limit the
range of publications to the year 2014 to 2019, to focus on the most recent publications. We adopt the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) protocol to screen, filter
and evaluate qualities of each retrieved article. As a result, we retrieved 675 articles at the initial stage of the
search, we conducted screening and filtering process and reviewed 153 articles potential articles, and finally,
we excluded 36 articles as they do not comply with our quality assessment criteria. Only 117 articles are
included. The results of this study are a list of classified applications within the domains and a number of
relevant techniques or approaches used in each classified application. The finding of this review showed
that the most published works for the use of intelligence fusion are mainly applications in the robotics
domain, where mostly used techniques are Kalman Filter and its variants. Outcomes of this study can be
a guideline or an insight for researchers to further develop and implement in this field.

INDEX TERMS Intelligence fusion, data fusion, information fusion, multi-sensor.

I. INTRODUCTION
What is intelligence? It is a question that rises a great number
of answers because an intelligence term is a dynamic concept.
Intelligence is the key to humankind’s survival. The success
of any nation depends on the power of its intelligence, and
the decisions made. The intelligence concept is the ability
to make the right decision at the right time. To draw an
intelligent decision, a collection of data or information is
needed. Fusion is a fundamental process to combine or inte-
grate various types of data and information, and a human
normally performs this process using his/her brain automat-
ically. Thus, the human mind remains the premier fusion
processor. Researchers, scientists, and people in industries
have been trying to imitate the human brain’s capability to
fuse data and information, to create intelligence technologies.

The associate editor coordinating the review of this manuscript and
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Researchers proposed several techniques, approaches, and
models to imitate how the human brain works.

Up to now, there is no single definition to define data
fusion, information fusion, approach fusion, and model
fusion. Authors in [1] reviewed previous definitions of
data and information fusion, and they classified data and
information fusion as a special case of synonyms. Nev-
ertheless, data fusion or information fusion terms can be
defined as the process of integrating [2], [3], associating [4],
combining [5]–[8], a collection data or information from sin-
gle or multiple sources.

Through our survey on published works, we discovered
that integration and combination terms are most commonly
used in referring to fusion. Many works of literature also
reported on sensor fusion. It is a process of combining any
type of data and information from a sensor or multiple
sensors. Researchers have been applying and implementing
fusion techniques in many types of domains to create intelli-
gent applications that can make intelligent decisions without
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FIGURE 1. A PRISMA flow of this systematic review.

human intervention. However, to the best of our knowledge,
there is no single paper that presents the use of intelligence
fusion in applications within identified domains. The discus-
sion of intelligence fusion applications is scattered.

This systematic review aims at identifying and classifying
types of applications that make used of fusion techniques and
approaches within major domains. After browsing and read-
ing published works of literature on this topic, we limited the
review into three domains: military, robotics, and healthcare.
We noticed that these three domains are the most in need
of superior intelligence, and worth to study. This paper is
organized as follows, section II presents the procedure and
process that we follow in conducting this review. Section III
presents identified applications for a military domain, fol-
lowed by robotics in section IV, and healthcare domains in
section V. Section VI presents the summary of this review
and we address our contribution in the conclusion section.

II. METHODOLOGY
In conducting this systematic review, we have adopted the
PRISMA approach [9]. Figure 1 shows an overall summary
of the process of article selection including the inclusion
and exclusion at each step according to the approach. The
approach is conducted within six phases as follows.

A. RESEARCH QUESTIONS
The first phase is to formulate the main research question
(RQ1) as guidance and direction in this study. Then we define
the second research question (RQ2) to get into details of the
research topic. In the third research question (RQ3), we dived
into the technical aspects of the topic. The three research
questions are as the following:

• RQ1: What are the main domains that make use of
intelligence fusion?.

• RQ2: What are applications of intelligence fusion in an
identified domain?

• RQ3: What are techniques or approaches used within in
a classified application?

B. DATA SOURCES
The search process started with the identification of data
sources. We conducted initial browsing in four major repos-
itories namely, Google scholar, ACM digital library, IEEE
Explore, Elsevier, and Springer. During the initial brows-
ing, we noticed concrete works of the intelligence fusion
are stored mainly in the IEEE Explore compared to other
repositories. This is attributed to the nature of this study, more
towards Engineering and Computer Sciences. Thus IEEE
Explore is the main data source for this study. During the ini-
tial browsing, searching, and retrieving articles we managed
to answer RQ1 when we discovered that a great number of
intelligence fusion works were reported in military, robotics,
and healthcare domains.

C. SEARCH PROCESS
To focus on the most recent works for the identified domains,
we extracted the literature from the year 2014 to 2019. The
search was also limited to journals and conferences. The first
step in the search process is to formulate efficient search
keywords. The search keywords we used in this study are:

• intelligence fusion in military.
• information fusion in military.
• data fusion in military.
• intelligence fusion in healthcare.
• fusion in medicine.
• intelligence fusion in robotics.
• fusion sensors in robotics.
• information fusion in robotics.
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The search found 675 articles, which 555 of the articles were
retrieved from IEEE Explore. Duplicates were found. This
was due to multiple keywords retrieved the same articles in
searching, or they were stored in multiple repositories.

D. SCREENING PROCESS
We eliminated the duplicates, then we conducted the first step
of the screening process on 450 articles. This screening pro-
cess includes checking its relevancy to the identified domains.
This process had resulted in the removal of 145 articles, and
we continued the screening process for another 305 articles.
In the second step of the screening process, we reviewed the
titles and abstracts of the articles. Articles in which their titles
are not relevant and the presentation of their abstracts are
poorly organized were removed. This process had eliminated
100 articles. The assessment was conducted on the remaining
205 articles, to determine whether these articles worth to be
reviewed by browsing their whole contents. In this assess-
ment, we focused on one criterion; is the article related to
RQ1 and RQ2?. This process had resulted in the removal of
another 52 articles.

E. REVIEWING PROCESS
The screening process had left 153 articles to be thoroughly
read and reviewed. In reviewing the final stack of articles we
had used the following criteria for inclusion and exclusion.

• C1: Is the article adds a significant technical
contribution?

• C2: Is the article is well-organized?
• C3: Is the article presents clear techniques and
approaches?.

• C4: Is the article justified the techniques or approaches
used?

For each criterion, we gave a score of 0 (no), 0.5 (partial),
and 1 (yes). We used three types of facts to guide us in
determining the score value for each criterion; 1) the article
was published in a well-known journal/conference, 2) the
‘‘reads’’ number for the article, and 3) the article has been
cited by other works. The summation of the scores defines
the quality of each article. We set the threshold score to be
2.5 [10]. Any article that scored less than 2.5 was excluded.
This process had excluded 36 articles, resulted in 117 articles
to be included in this study.

F. FINDINGS DOCUMENTATION
The findings of this study are presented in the following sec-
tions. We classified applications for the studied domains, and
present each application separately (RQ2), and we present an
answer for RQ3 in the summary section.

III. MILITARY
The missions conducted by military and law enforcement
agencies are considered complicated due to several reasons.
First, it is sensitive by nature, as it involves people’s lives
and has a major impact on countries and cities. In addition,

it usually requires the cooperation of several entities in real-
time. Also, it involves several persons assigned to work on a
certainmission. Besides, themilitarymissions involve receiv-
ing data from the different sources, in different formats, and
requires combining the knowledge into one. In this section,
we discuss several military applications that utilized the con-
cept of intelligence fusion.

A. 3D OBJECT DETECTION
An autonomous vehicle (AV) uses sensory data and converts
it into semantic information that allows autonomous driv-
ing. Most of the AV techniques have employed 2D object
detection as a basic feature for the perception. 2D object
detection is limited as it does not have the depth and the
multi-dimension that will be offeredwhen dealingwith a third
dimension. 3D object detection allows taking advantage of
size information, volume, and the path which facilitates the
AV process.

Sensor fusion has been researched heavily in the past.
Most research projects focused on fusing the intelligence
from multiple sensors at the object level not the raw level
such as LiDAR, RADAR, FLIR [11]–[13]. The high level
approach in general includes taking one sensor at a time, like
Camera, perform the analysis on it, produce output results
that could be identification of the presence of objects such
as human or cars. The fusion part comes as a next step
by combining the produced results of objects from multiple
sensors to form the overall picture about the scene or the
situation.

Authors in [14] focused on improving the detection
of 3D objects using neural network architectures. The used
data sets of images from sensors taken by autonomous
driver. Autonomous driving is considered the future of driv-
ing as major leading companies such as Google started devel-
oping their own solutions that are under the testing stage
now. In military, autonomous driving constitutes an a major
solution to many threats that can face the soldiers in the field.
On one hand, it helps driving vehicles without the need of
human being inside. Also, it can help automatically detect
situations that are not easily detectable by military personals
which helps create more efficient and successful operations.

As showing in Figure 2, the authors in [14] proposed a
solution that fuses that LiDAR data with the camera data
efficiently. Their approach is based on supplementing each
3D raw data with features acquired from the RGP image after
processing these features via a 2D Object Detection CNN
filter.

In [15], in a similar fashion to [14], authors exploited both
LiDAR and cameras. They proposed a solution for multi-
sensor data fusion for 3D object detection by using layers for
continuous fusion. The layers fuse the features received from
two input sources: The camera image stream and the BEV
LiDAR stream. The fused data results into the BEV features
maps. The camera image data is fed as input at multiple
resolutions levels, from high resolution to low resolution as
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FIGURE 2. LIDAR-Camera fusion approach source [14].

FIGURE 3. Proposed solution architecture [15].

each level will provide different features. Figure 3 shows the
proposed model.

B. DATA FUSION IN WIRELESS SENSOR NETWORKS
Wireless Sensor Network (WSN) is utilized deeply by armies
and law enforcement agencies. WSNs allow a group of nodes
to form a network in any place without requiring any existing
infrastructure. In general, WSNs contains large number of
scattered nodes/sensors in the field that sense temperatures,
humidity, etc. WSNs are considered a major type in Internet
of Things (IoT). WSNs forms dynamically clusters and elect
cluster heads to lead each cluster. And cluster heads accu-
mulate and repot the data back to some base station. Due
to the sensitive nature of the WSN applications, it’s success
is measured by the quality of data it provides in addition to
its power efficiency. WSNs use data fusion from all these

sensors and cluster headers to provide unique data to the
users. The created data represents new high-level information
that cannot be obtained by looking at one sensor data or few
sensors data. In addition, data fusion helps reducing energy
consumption [16]. Researchers have developed several data
fusion approaches. The three main categorizes of data fusion
techniques in WSN includes include probability theory [6],
fuzzy algorithms [17], and a combination of fuzzy and neural
networks [18].

Authors in [17] proposed a solution for fusing data effi-
ciently and accurately. The solution relies on a fuzzy-based
data fusion algorithm as shown in Figure 4. The solutionmain
idea is to reduce the number of transmission of data being
delivered to the base station by using fuzzy rules that detect
correct values. This ends up in reducing energy consumption
and more accurate decisions at the base station.
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FIGURE 4. Proposed data fusion approach for WSNs [17] .

C. MILITARY IMAGE CAPTIONING
In complicated defense missions, military and law enforce-
ment agencies rely on input coming from several types of
activities such intelligence, surveillance, and reconnaissance.
Sensors provide data in large quantities and in different for-
mats such as audio, images, video, and text. This yields to
a big-data problem that fusing it requires complicated logic.
One of the main military applications in this regard is image
captioning which allows captioning the image automatically
with text based on data gathered from different sources. Auto-
matic captioning helps when dealing with large number of
images being generated at a quick pace and constantly.

Authors in [19] developed a deep learning approach for
image captioning in military. Convolutional Neural Network
(CNN) were used to achieve data fusion. Other researches
used language models for image captioning [20].

D. FUSING INFRARED AND VISIBLE IMAGES
Several surveillance applications requires capturing images
from different sources and analyzing them. Images could
be of different types such as visible images and infrared
images. Visible images represent what a user can see when
normal human eyes. At night, a user would not be able to see
anything.

Infrared images show the differences in temperature. Dif-
ferent objects have different temperatures. An infrared image
allows objects to be tracked at night or semi-dark cases. Even
in the daytime, infrared images can show information that
is not seen by the visible images based on the colors of the
object’s background. Fusing infrared along with traditional
visible images produce rich results for the analysis. One
main challenge is the difference in resolution and image
quality between infrared and visible as different quality image
sources can be used in the same scene. High quality infrared
images requires high cost cameras which is one reason for
the quality difference. Figure 5 shows an example on image
fusing.

Fusing infrared with visible images can be accomplished
at several levels [21], 1. Pixel level (low level), 2. Feature
level (intermediate level) and 3. Symbol level (high level).

The lower level fusion has access to all of the details of the
raw image which allows not to miss any data while fusing.
At the same time, lower-level suffers the efficiency issue as it
is required to deal with large number of bytes. On the Symbol
level fusion is at the high level which does not allow access
to raw data and results in missing important data in certain
cases.

Authors in [22] proposed a new algorithm for fusing
infrared with visible images to produce higher quality
images. Their algorithm, Different Resolution Total Variation
(DRTV), dealt with the fusion problem as convex optimiza-
tion problem, minimization problem.

E. OBJECT DETECTION
Object detection has several applications in the military field.
This includes detecting of moving objects of all types such as
human, vehicles, airplanes, animals, drones, and other types
of objects. In [23], they used hyperspectral imagery (HSI)
which is produced by remote sensing. They extracted mul-
tiple information types from the HSI imagery using several
statistical methods. Extracted information includes superpix-
els by applying principle component analysis (PCA) and
k-means clustering. Also, the correlation between each super-
pixel and the object spectral is calculated using self-similarity
methods.

In [24], the used imagery information extracted from UAV
systems along with deep learning techniques to detect the
presence of heavy construction vehicles/equipment such as
excavators and bulldozers that is near the military communi-
cation network lines.

F. TARGET TRACKING
In addition to detecting the presence of objects, tracking
certain objects and targets is heavily employed in theMilitary.
In [25], they integrated three techniques, Deep Learning,
Kalman filter, and a correlator to track Aerial targets from
imagery information.

Radio Frequency (RF) Emitter tracking is essential in the
military for tracking the movements of suspicious targets.
This includes tracking traditional RF bands such as 800MHz
and 900 MHz, in addition to tracking cell phone users.
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FIGURE 5. Example of image fusing.

Tracking technologies include combining one or more of the
several information that comes from geolocation using cell
towers, GPS-based positioning, RFID-based locating tech-
niques, Zigbee-based, and WiFi-Based.

In [26] authors used data fusion of infrared signals along
with camera data to perform indoor positioning of targets.
In [27], authors proposed a solution for Geolocating Multiple
Emitters using electronic support measures sensors.

IV. ROBOTICS
Robots have been seen as an alternative for addressing labor
shortages. The use of robots may increase and improve the
quality of products as well as decrease production costs.
Nowadays, robots are widely used as workers in man-
ufacturing sectors to replace human workers [28], [29].
Examples of manufacturing robots’ tasks include packaging,
locating, assembling, and so on [30]. In this context of the
environment, the robots have to make plans and decisions,
and execute them in the form of its behaviors [31], as one
integrated system. Intelligent robots with independent capa-
bility, so-called service robots, have been extended to work
(perform tasks) in non-manufacturing environments, such as
homes, hospitals, offices, and so on, to provide services to
humans [32]–[34]. A robot is a machine, and robot control
systems are controllers. The controls systems are designed in
such a way that operational speed, functions, are compatible
with the needs of the robot’s tasks [35].

Robots are one of the artificial intelligence applications
which have the capability of choosing a path, positioning
autonomously, navigating its environments, avoiding obsta-
cles, detecting an object, localizing itself, detecting errors,
and activating recovery plans. Robots come in various shapes,

such as a human-like, with two legs, or an animal with
more than two legs, or like vehicles with wheels. The shapes
depend on their functions and purposes.

A. LOCALIZATION
Robot localization is a process of discovering a robot’s loca-
tion within its environment [36], [37]. It is a fundamen-
tal issue for any kind of mobile robots. Normally, a robot
observes its motion and environment through onboard sen-
sors [38]. Techniques for robot localization deal with the
estimation of the robot location and noisy observations [38].

Sensor fusion techniques such as extended Kalman Fil-
tering(KF) [39], [40] and it variants [41] had been used in
robotics for an object estimation [42], a robot pose esti-
mation, localization [43], [44] and navigation [45]. Kalman
filter (KF) is normally used in real time applications to fuse
dynamic sensor information [46]. According to [38], KF and
EKF are the most common techniques for robot localization,
however, because KF or EKF are fusion methods which
embrace iterative algorithms to handle non-linear and linear
models, the convergence is always uncertain [47]. The desired
state representation is based on the sensor input which is
known and fixed upfront.

Authors in [41], however, made an effort to fuse unknown
information generated bymultiple sensors using a deep learn-
ing approach. While the work of [47] determined an accurate
position of an autonomous mobile robot by fusing data from
inertial sensors, inertial measurement unit (IMU), and vision
data from a camera.

Advanced perception ability is also important for a robot
to interact physically with its world, such as grasping an
object as shown in Fig 6. Authors in [48] introduced contact
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FIGURE 6. Contact detection and localization [48].

detection and localization from different sensory modali-
ties using a sensory information fusion approach. These
modalities include tactile, force-torque, laser, vision, sonar,
accelerometers, and so on.

Precise localization [49]–[51] system is important for an
autonomous robot, especially an autonomous driving vehicle.
The outdoor localization technique uses a global positioning
system(GPS). However, theGPS decreases a cumulative error
of odometry data from unwanted effects of slippage. When
GPS outages are considered, the positioning inaccuracy is
not a piece of reference information, to get an exact indoor
localization. Authors in [49] proposed a data fusion technique
for more precise indoor localization where they extended a
sensor fusion system to integrate data from both sources;
magnetic sensor and odometry, where they applied the Ack-
erman steering geometry to develop the odometry model.
The odometry data was collected from encoder information
located at the rear wheels and steering.

Further, authors in [50] determined the localization of
mobile robots in a complex environment by combining stereo
vision localization with inertial measurement. They proposed
a fusion technique that uses dual Kalman filter (DKF). In this
approach, the localization system depends on active sensors,
like ultrasonic and laser equipment. The work of [52] also
proposed for localizing underwater robots through a sensor
fusion.

B. SELF-POSITIONING
Self-positioning is a sub-topic of localization. Localization
is a robot’s ability to locate itself in its map-environment
while self-positioning is a robot’s ability to adjust its position
and orientation with respect to the map. Researchers and
engineers developed various systems, sensors, approaches,
and techniques for robot positioning [37], [53].

For example, authors in [53] developed a self-positioning
method for indoor navigation to achieve better positioning
accuracy. The method integrated information from multi-
sources such as an inertial navigation system, ultra-wideband,
and a 3D laser scanner. A map is also commonly used to
describe a robot’s environment. The map contains additional
elements of information like static obstacles and landmarks.
Authors in [54] proposed an information fusion method to
observe and collect information from several sensors and
optimize them using certain criteria then represents a col-
lective of information as a grid map. The method enhanced
the accuracy of a robot’s position, and the mapping results
confirmed the reality.

Underwater robots’ tasks include explorations, inspec-
tions, and constructions. Thus, the underwater robots should
have the ability to make accurate pose estimation to complete
the mentioned tasks by using collected information from sen-
sors. Authors [55] fused pieces of information from inertial
sensors and optical images, to have a consistent pose of an
underwater robot.

Self-positioning is very necessary for industrial robots to
perform assembly tasks. Authors in [56] presented a multi-
modal information fusion approach for the development of
an intelligent perception system that can recognize actions
and generate tasks in an industrial assembly environment.
The multi-modal information fusion uses prior knowledge of
assembly tasks to obtain real performance.

Furthermore, robots should identify their activities
instantly to complete the assigned tasks. These robots are
usually equipped with sensors. However, sensors such as
gyroscope, servomotor, and accelerometer have significant
data differences. Moreover, an individual sensor is not able
to perceive the whole environment completely or performed
weakly. The solution is to use multi-sensor fusion as [57]

14430 VOLUME 8, 2020



S. Jusoh, S. Almajali: Systematic Review on Fusion Techniques and Approaches Used in Applications

reported on using multi-sensor fusion to fuse informa-
tion from multiple sensory streams for robot-self activity
recognition

C. NAVIGATION AND OBSTACLE AVOIDANCE
Navigation is a process of guiding a mobile robot or an
autonomous robot to travel through its environment. The
problems of navigation rely on ‘‘where’’ and ‘‘how’’ ques-
tions, ‘‘ where the robot is ?’’, where it is going?‘‘, and ’’how
it is going to get there?’’ [58]. Data from various sensors
surroundings of the vehicle or robot such as cameras, laser
scanners, ultrasound sensors, GPS and magnetic compass
are gathered, processed, and selectively fused for a reliable
decision [59]. The decision is deployed in navigation and
control.

Human supervision in robotics normally occurs at the
highest level and the robot uses machine intelligence to com-
plete tasks by analyzing the feedback that came from sonars,
a camera, and bumper sensors. For example, the bumper sen-
sor gives feedback on collision detection and sonars act on
distance monitoring. Authors in [60] reported on enhancing
brain-robot interaction by fusing machine intelligence and
human. The fusion has alleviated the brain load and increase
the efficiency of robot execution.

Manual-automatic fusion control is another effective way
for the robot (especially a hot line work (HLW) type of
robots) to deal with unexpected scenarios during its execu-
tion. Authors in [61] presented a control method to generate a
fusion control strategy for HLW robot. Themethodwas based
on event-based planning. The control strategy helped HLW
robot to avoid unexpected obstacles and keep its trajectory as
preplanned.

In the context of mobile robots, their working environ-
ments are normally unstructured and contain undetermined
characteristics. These robots are required to perceive exter-
nally changing the environment for difficulty-obstacle avoid-
ance and autonomous navigation. Information fusion from
multi-sensor is essential for the robots’ obstacle avoidance.
Authors of [62] studied common fusion algorithms for multi-
sensor information and claimed fuzzy logic control (FLC)
and fuzzy neural network (FNN) perform better in a nonlinear
system. The fusion approach which is obtained from a com-
bination of FLC and FNN is feasible and effective in obstacle
avoidance and path planning for mobile robots. Others like
authors in [63] proposed a navigation approach that contains
three components, 1) target search, 2)obstacle boundary and
3) a supervisor’s behavior in an unknown environment. The
behavior was obtained from a fusion of swarm based algo-
rithms Reference [64] reported on a feature fusion approach,
where features from both sensors, sonar, and laser are fused
to overcome the shortcomings of a single laser or single
sonar for the obstacle avoidance. Reference [35] presented
a fusion technique which combines two modules of obstacle
avoidance; ultrasonic and infrared. The ultrasonic is a single
point of obstacle avoidance while infrared is based on double-
crossing obstacle avoidance.

D. FACE AND HAND RECOGNITION
Face recognition is essential in a human-robot interaction
when it comes to the interaction between a service mobile
robot with a human. Both are normally existing within a
specific range of space in the same environment. Despite
face recognition has improved, it is still difficult for a multi-
pose and multi-recognition. Researchers such as [65] fused
wavelet images for a single sample face recognition method.
The method was able to detect and recognize the different
size of human faces with their perspective of angles and
ornaments.

Furthermore, facial expression recognition is also impor-
tant in the development of these intelligent robots. The
emotional interaction between a human and a robot can be
observed through facial expressions. A combination of the
human voice and visual information is used in [3] for the
fast identity registration system for face detection. Videos,
a sequence of images, and static images were fused to deter-
mine human emotions. With the facial expression recog-
nizer, the robots can emotionally communicate with children
and assist the elderly. Authors in [66] reported the feature
fusion technique for facial expression recognition. The fea-
ture fusion was conducted on the extracted features from
salient areas of the face, as shown in Figure 7.

Besides the face and facial expression recognition, hand
sign recognition in a real-time is also crucial in human robot
interaction (HRI). As reported in [67], hand sign recogni-
tion resources are limited compared to face recognition. The
major challenge of real-time hand recognition is complicated
and cluttered backgrounds, which can distract the recog-
nizer. The authors in [67] proposed a multimodal information
fusion for HRI. In their work, they combine two types of
modal, hand recognition and emotion recognition. The rec-
ognizers aimed at complementing any discrimination. They
also reported on combining a feature vectors based approach
with a model feature-based approach for face recognition.
Information such as position feature points and appearance
texture of the face is used to determine the facial expression.

E. GESTURE OR GAZE CONTROL
Several techniques have been used in gesture and gaze control
in remote robotic operation as reported in [68]–[71]. Gesture
control is a robot control system which allows gestures to
control mobile robots. Reference [72] introduced a multi-
mode information fusion classifier for a gesture control. The
classifier combines information from two sensors, an inertial
sensor, and an electromyography sensor. The classifier was
reported to be portable, robust, and intuitive

By using deep learning approach, authors in [68] used deep
learning approach to fuse audio and visual data to control
robot motions and to control the head of the robot to point
to a human user.

F. OBJECT TRACKING
Object tracking is one of the data fusion application in
robotics. Authors in [73] presented a tracker system that
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FIGURE 7. Feature fusion facial areas [66].

is based on a data fusion technique. The fusion technique
fused radial and 2D data, the first data was observed from
a radar sensor, while the latter from a CCD camera. Authors
in [74] reported a formation control in a multi-robot system,
to determine the position of a robot that behaves like a leader.
The formation control was obtained by fusing information
from the laser sensor and a camera.

Robotic perception is also a key technology for
autonomous vehicles and advanced driver-assistance sys-
tems. The safety and efficiency of an autonomous vehicle
depend on the ability of the autonomous vehicle to perceive
its surrounding environment. One of the challenging prob-
lems in the perception task is to track dynamic objects such
as a moving car, or a bicycle, or a walking pedestrian. The
autonomous vehicles have to be able to predict the future
trajectories of these objects.

Authors in [75] tried to tackle an extended object tracking
problem, where they proposed a technique for fusing negative
and positive information, and an algorithm to estimate state
the extended object. The technique was performed in two
steps; the first one is deriving state vectors of an extended
object, and the second step is extracting negative geometry
information that appears between the extended object and the
vehicle’s sensor.

Service robots such as a walking assistant robot are seen
as a solution to elderly people in walking. However, elderly
people can easily fall. Fall prediction is necessary. Authors
in [76] used a data fusion technique to implement a fusion
center that fused extracted features from tactile-slip sensor,
gyroscope, and acceleration sensor (as shown in Figure 8) to
make fall prediction.

G. LOCOMOTION TASKS
Authors of [77] defined locomotion as ‘‘the process of mov-
ing from one place to another’’. It is a motor action, which

executes the whole ‘‘body’’ of a robot or a part of it. Locomo-
tion tasks are evaluated in the robot’s capabilities in walking
up a ramp, moving through irregular steps, or overcoming
a gap. Locomotion tasks [78]–[80] remain a challenge to
mobile robots whether they are indoors or outdoors robots,
especially when motion control is complex and dynamic.
Locomotion becomes a crucial capability for robots that are
deployed in a medical endoscope, industrial surveillance,
a search and rescue domain [79].

Authors in [80] proposed to accelerate locomotion
tasks; they explored variance reduction and asynchronous
approaches to introduce a distributed fusion. Authors in [78]
introduced an adaptive fusion technique. The technique com-
bines features from the accelerometer and paw sensors,
to make the recognition more robust. Naive Bayes classifier
was deployed in this technique. It was reported that the effi-
ciency of locomotion tasks increased.

V. HEALTHCARE
Healthcare sector continues to grow, and like other sectors,
and it is expected to provide essential services and cares for a
human being. Medical practitioners and public people started
to expect more and more for the use of intelligent systems
and services in their daily life. The use of intelligence fusion
applications in healthcare will support phenomenal systems
and services. We identified five major applications that are
currently make use of intelligence fusion. These applications
include monitoring systems and wearable technologies, wire-
less body sensor networks, medical diagnosis, and capsule
robot.

A. MONITORING AND WEARABLE TECHNOLOGY
Monitoring systems is one of the necessary applications in
healthcare to improve chronic diseases management. Usually
monitoring systems are used to monitor elderly and disabled
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FIGURE 8. Data fusion for fall prediction [76].

patients. It is a surveillance solution to observe any vital signs
to control patients’ health condition efficiently. By using
monitoring systems, hospitalization can be avoided [81].

According to [82] and [83], the healthcare sector has used
three major kinds of monitoring practices. These include
wearable, practice-vision-based, and environmental. Wear-
able monitoring technique is based on wearable technology.
This technology [84] is getting popular in healthcare prod-
ucts or applications and is used to monitor user’s health.
It is a device that a patient can wear on his/her body, and
can be taken off at any time, or it is embedded in the body.
According to the report published in eMarketers [85], almost
forty millions of adults in the United States have been using
wearables such as fitness trackers and smartwatches. Wear-
ables also have gained much attention from the healthcare
systems, medical practitioners and public because it enables
the observation of relevant signs associated with physical
performance or active without interrupting the daily living
activities of the patients [86]. These devices are used to mon-
itor a patient’s motion associated with physical activities and
widely used in fitness tracking, fall detection, rehabilitation,
and others [87], [88]. The main key of any wearable tech-
nology is sensors that quantify biological parameters (data)
from the human body. Examples of non-invasive sensors
that are used to monitor health signal are patches, wearable
devices, and smart garment [89]. According to [90] wearable
devices that comprise of inertial sensors [91] are the most
profitable ones. Nevertheless, the development of wearable
devices is seen as an opportunity to utilize health applications
for monitoring patients’ physical activities such as walking,
running, sleeping [89].

Authors in [89] reported that wearable sensors had been
used to collect clinical measurements such as blood pres-
sure and blood glucose. Various sensors such as gyroscope,
a proximity sensor, and accelerometer are currently available
on smartphones to be used to detect human mobility and
activity [89]. Research work on fusion has been conducted for
wearable technology. For example, authors in [92] presented
a fusion system that combines images from a camera and
inertial signals from a wearable inertial sensor concurrently,
to detect and recognize a patient’s actions in-home healthcare.

Their experiments focus on the patient’s movements includ-
ing lying down, sitting, standing, and falling down, and other
actions of interest motions such as from standing to sitting,
sitting to standing, standing to lying and so on. Authors
in [93] proposed a hierarchical fusion algorithm to recognize
human activities such as walking, running, climbing and rope
skipping.

Authors [94] reported on wrist-wearable devices which
contain sensors to collect raw data of invasive measurement
for further intelligent analysis. Reference [95] introduced a
non-invasive wearable such as smart belts, smart socks,smart
wrist-bands, and user-friendly sensor to analyze signals from
a walking pattern to determine health-related information.
Authors in [82] reported on effective data fusion techniques
from impulse-radar sensors and depth sensors for monitoring
the elderly. The fusion technique had improved the accu-
racy of position estimation. Authors in [86] proposed a data
fusion technique to merge data collected from wearable and
environment simultaneously to recognize physical activities
such as the walking activities. Their approach is based on a
transfer learning approach. Reference [96] presented a breath
monitoring system (e-Breath) using a wearable microphone
which is connected to a smartphone. The work [96] pro-
posed an effective feature fusion model for breath detection.
They conducted experiments on 5,700 breath events, and the
obtained results indicate that the fusion model performance
overcomes the single model. e-Breath can be utilized for
diagnosing and treating respiratory diseases.

B. WIRELESS BODY SENSOR NETWORKS
Wireless body sensor networks (WBSNs) is a kind of mon-
itoring systems. It is a technology that allows continuous
remote monitoring. Remote monitoring is becoming popular
among both patients and healthcare professionals, who want
their health to be monitored outside clinical settings such
as at home. The technology has been used widely to aid
patients who are suffering from heart conditions, diabetes,
and other chronic diseases [97]. WBSNs collect and analyze
critical signs data by using different types of biomedical
sensors [98]–[101]. These signs include stress level [102],
ECG [103], body temperature [104], heartbeat [101], blood
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pressure, EEG, and so on. However,WBSN has its challenges
such as energy resources are limited and a large amount of
heterogeneous data for early detection decisions of emergen-
cies. Researchers have seen fusion as one of the possible solu-
tions for tackling the challenges. Authors in [105] proposed
a multi-sensor data fusion approach that uses health signs
scores to determine the risk level of a patient. The approach
was developed using the fuzzy system and a score determi-
nation technique, where the vital signs are assigned with the
past and current values. The approach was evaluated using
real healthcare dataset, each time an emergency is detected,
a corresponding decision is made.

Furthermore authors in [106] proposed on using multi-
modal health data fusion for a remote healthcare framework.
The multimodal data fusion is an integration of the health
data collected from WBSN, cloud big data fusion, remote
collaborative diagnosis system, and a treatment service expert
decision support system.

Authors in [81] presented a data fusion model which com-
bines information from various biosensors to decide about the
patient’s situation. Fuzzy set theory was used to develop the
data fusion model. The model aggregates the received raw
data during a consecutive period using fuzzification proce-
dures, and then the fusionmodel selects a decision that has the
closest feature values to the aggregated dataset while authors
in [81] reported on the use of data fusion model which is
based on fuzzy set theory and decision matrix for a biosensor
data management.

C. MEDICAL DIAGNOSIS
Researches have paid attention to utilize fusion models,
approaches, and techniques in medical diagnosis. Authors
in [107] presented the deployment of a learning-basedmethod
for a fusion approach. In the work of [107] 3D preoperative
high-quality anatomical information was fused with live 2D
intraoperative imaging using noncontrasted 3D C-arm CT.

Information fusion has been also very demanding in medi-
cal pattern recognition applications [108]. According to [109]
information fusion in pattern recognition are categorized into
feature fusion [96], [110]–[116], model fusion [81], [98]
and decision fusion. Feature fusion is seen to be the most
effective way to improve the performance of decision mod-
els. Authors in [108] proposed a feature fusion algorithm
to classify electroencephalogram (EEG) signals based on
discriminant correlation analysis. They recorded EEG signals
from the brain and generated features matrices from signals
and decomposed wavelet to derive a set of sub-multi-view
features. Then optimization was applied to extract statistical
features. The fusion technique concatenates the features to
derive low order discriminant features.

Alzheimer’s disease (AD) has been known as one of
the chronic diseases. Early diagnosis for AD is essential,
such that any early deterioration can be intervened. Authors
in [116] had made an effort to propose an AD recognition
method using data fusion of T1 and DTI images. In the
context of diagnosing illness, authors in [117] presented

FIGURE 9. Examples of capsule endoscope.

information-fusion algorithm to make an intelligent decision
about a patient illness. The method deploys the Dempster-
Shafer theory. Reference [117] also reported on merging
information obtained from the web, local medical knowledge
database, and a user electronic health records, upon receiving
a description of patient’s symptoms.

D. MEDICAL IMAGING
Fusion in medical imaging is a process of combining multiple
images from single or multiple sources, to improve quality
and reduce redundancy and randomness of medical images.
These images are used in diagnosing and assessing medi-
cal problems [118]. Medical image fusion techniques help
physicians to combine several diagnoses, conduct operative
planning and guidance, and suggest treatments [119].

Authors in [115] reported on a feature fusion approach for
evaluating the placental maturity. In this work, information
fusion was applied on the extracted blood blow information
from the color Doppler energy (CDE) images and the gray-
scale intensity ultrasound images. The feature encoding was
then applied on the fused information to determine placental
maturity stage.

E. CAPSULE ENDOSCOPE
A capsule endoscope is also called a capsule robot as shown
in Figure 9 is one of the robotic technologies which had been
widely used in healthcare. The capsule has been developed to
record images inside the gastrointestinal tract [120], [121].

The capsule robot is equipped with a wireless transmission
device and an on-board camera. Hospitals have been using
endoscope capsules since 2001 [122]. While this capsule
traverse through a digestive tract, it captures images and
transmits them through a wireless connection to a recorder
which a patient wears on a belt. The main challenge with the
capsule endoscope is, it cannot provide precise localization
of disease areas [123].
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TABLE 1. A of summary of applications and techniques for military.

TABLE 2. A of summary of applications and techniques for robotics.

To resolve the problem authors of [122] and [121] intro-
duced a multi-sensor data fusion approach which is based on
a particle filtering approach and a state-space model. Their
prototype capsule is a magnetically actuated soft capsule
endoscope designed for drug delivery and disease detection
in the upper GI-tract. Further, the authors in [124] presented

TABLE 3. A of summary of applications and techniques for healthcare.

a real-time intraoperative map fusion approach that combines
magnetic sensor and vision-based localization to control cap-
sule endoscope.

VI. SUMMARY
This section presents an overall summary of all applications
addressed in this paper. Table 1, Table 2, and Table 3 summa-
rize all used references along with their techniques. This tax-
onomy of domains, applications, and techniques highlights
the importance of intelligence and information fusion in real
world applications. It is worth to note that fuzzy, Neural
networks, KF and its variants, are mostly used techniques in
intelligence fusion. Readers and researchers can also use it as
a quick reference of the main topics covered in this research
work, and as a guide for the types of applications deployed in
the selected domains.

The focus of this review is to introduce applications of
intelligent fusion technology. The search process was con-
ducted based on 8 keywords as presented in section C.
We applied the top-down approach, in which we first iden-
tified the domains, followed by applications within the
domains, and then techniques within the applications. The
broad search keywords were used to allow us to cover a
wide range of applications in the domains which make use
of fusion technologies, rather than types of algorithms used
for data or information fusion techniques. Thus, the short-
comings of this research are we do not get in-depth for each
of the techniques or approaches presented in the summary
Tables 1, 2, and 3 and, there are some important algorithms
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for fusion techniques such as SLAM (Simultaneous Local-
ization and Mapping) algorithm and its variants which are
mainly used in robot localization were missing out in this
review. Also, the computational complexity of referenced
algorithms is not reviewed because it requires a detailed
technical comparison among different problem types in terms
of input parameters used, the type of input, and output for
each intelligence fusion problem. However, in our further
research work, we will conduct a review to analyze and
classify techniques for data and information fusion, and we
will get into details of the algorithms used.

VII. CONCLUSION
This paper had successfully answered the main question
of this systematic review and presented the most promi-
nent applications within three identified domains namely
military, robotics and healthcare. In the military domain,
we had identified six main applications. These include 3D
object detection, data fusion and wireless sensor networks,
military image captioning and fusing infrared and visible
images, object detection and target tracking. We discovered
the most published works for the use of intelligence fusion
is in the robotics domain, where we classified them into
seven major applications. These include localization, self-
positioning, navigation and obstacle avoidance, face and
hand recognition, gesture and gaze control, object tracking,
and locomotion tasks. The most used fusion technique in
robotics is Kalman Filter and its variants. We also man-
aged to gather and classify five major applications in the
healthcare domains. Health applications include monitoring
and wearable technology, wireless body sensor networks,
medical diagnosis, medical imaging, and capsule endoscope.
Our main contribution in this study is we are the first one to
identify and classifymajor applications thatmake use of intel-
ligence fusion in military, robotics and healthcare domains.
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