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ABSTRACT This paper proposes a color image encryption algorithm based on a cloud model Fibonacci
chaotic system, as well as a matrix convolution operation that can protect image content effectively and
safely. The algorithm combines the cloud model with the generalized Fibonacci, creating a new complex
chaotic system that realizes the dynamic random variation of chaotic sequences. The chaotic sequence is used
to scramble the pixel coordinates of the mosaic images of the R, G, and B components of the color image.
Then, the chaotic sequence value is used as a matrix convolution cloud algorithm that alternately updates the
input value of the matrix convolution operation and the pixel value to obtain the permutation transformation
of the original pixel value. Finally, the pixel values of the replacement and cloud model Fibonacci chaotic
sequence and the pixel values of the front (rear) adjacent pixel points are subjected to a two-way exclusive
XOR operation. Realizing the change of the arbitrary pixel value causes a chain transformation of the pixel
values of all of the pixel points, and sequentially generates an encrypted image. Experiments show that
the histogram of the encrypted image is smoother and adjacent pixels of the image have low correlation.
In addition, this algorithm can resist attack experiments such as differential attack, select plaintext attack
and noise attack and provides high encryption security, high anti-interference, and strong robustness. The
dynamic chaotic system is used to realize the color image encryption of the dynamic key, and the encryption
algorithm has higher security and the validity of the algorithm.

INDEX TERMS Cloud model, Fibonacci chaotic system, matrix convolution algorithm, color image,
encryption.

I. INTRODUCTION
With the rapid development of information technology,
the security of multimedia data such as images, videos, and
audio has attracted widespread attention. Secure and efficient
encryption of image information is the focus of much mul-
timedia research. Due to the low entropy of digital images,
as well as strong pixel correlation and high redundancy,
traditional encryption methods typically cannot efficiently
encrypt image information. The design of new cryptographic
algorithms based on chaotic systems has become an attrac-
tive image encryption solution. Many new image encryption
algorithms or methods have been proposed, such as image
passwords based on chaotic systems [1]–[16].

The associate editor coordinating the review of this manuscript and
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A chaotic sequence is created by a chaotic map as a
random sequence. Chaotic sequences are complex in struc-
ture and cannot be analyzed and predicted [7], [8], so they
are widely used in image encryption. Many chaos-based
encryption algorithms have been extensively studied and
applied to the two steps of the common chaotic encryption
scheme—scrambling and diffusion.

A common encryption method is to use chaotic sequences
to scramble the plaintext image to change the pixel position.
At the same time, since the pixel value of the pixel is changed,
the original image information cannot be recognized. Finally,
the pixel points are diffused to hide the information of the
plaintext pixel points in more ciphertext pixels, and the image
information processing in steps can improve the encryption
security. In [9] a novel image encryption scheme using a 3-D
Arnold cat map and the Fisher-Yates shuffling algorithm is
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presented. A plain image is divided into various slices of
equal size and then the 3-D representation of the image is
shuffled by the 3-D chaoticmap. In [10] a novel chaotic image
encryption algorithm based on a content-sensitive dynamic
function switching mechanism is presented. The proposed
encryption algorithm is a symmetric cipher, operating on
a 1D byte sequence. Three independent chaotic maps are
used for scrambling plain image bytes in order to realize
confusion and diffusion properties. In [11] a chaos-based
image encryption algorithm is proposed. The replacement
stage of the algorithm uses three maps—standard map, cat
map, and Baker map—which provide higher security and
high encryption speed, thereby enabling more practical appli-
cations. In [12] an effective chaos-based encryption algorithm
specialized for images is proposed. A system of two indepen-
dent chaotic functions with high sensitivity to initial states is
used to sufficiently apply confusion and diffusion principles
for images with any entropy.

In addition to dividing the encryption process into scram-
bling and diffusion processes, some researchers have also
proposed encryption methods that improve the scram-
bling or diffusion methods. In [13] a new symmetric chaotic
encryption algorithm based on bitmap permutation is pro-
posed, which results in longer processing time and large
computational complexity. In [14] a simple table look-up
and swapping techniques are suggested for use in the dif-
fusion phase, rather than the common use of a 1D chaotic
map, wherein the real number arithmetic operation and the
subsequent quantization step pose time-consuming limita-
tions. In [15] a new two-way diffusion technique is proposed.
In addition to the conventional diffusion process, the pixel
values are from top to bottom and right to left in the second
step. After modification, there are fewer rounds required,
thereby resulting in shorter calculation times, and a higher
level of security. In [16] a continuous diffusion technique
is proposed, which adds complementary diffusion in addi-
tion to performing the conventional diffusion process. This
approach has a sufficient level of safety in a small number of
rounds, thus greatly reducing the time required. In [17] a new
chaotic block image encryption algorithm based on dynamic
random growth technology was proposed. In the diffusion
process, an intermediate parameter is calculated according
to the image block. The intermediate parameter is used as
the initial parameter of chaotic map to generate random data
stream, which can resist the chosen plaintext attack.

More recently, a new chaotic system encryption method
combining a new algorithm with chaos has emerged. In [18]
the suggested scheme consists of two iterative modules: first,
a permutation module that is based on a nonlinear inter-pixel
computing and swapping procedure (NICSP), and next, a dif-
fusion phase that is governed by a snake-like mode, realized
in the reverse order. In [19] the suggested scheme is com-
posed of two phases—shuffling phase and masking phase.
The encryption is block-based and is performed through the
use of chaotic cat maps. Hybrid technology has then been
added to ensure resistance to common. In [20] a new IE

algorithm which can transform an original image into a visu-
ally meaningful cipher image is presented. The advantage of
this method is that the generated visually meaningful cryp-
tographic image does not attract the attention of the attacker,
but it still has traces of texture features, which may increase
the security risk to some extent. In [21] a hybrid image
compression encryption algorithm based on a key-controlled
measurement matrix is proposed. In [22] color space rotation
is used to hide original color information. In [23], a new
image encryption method based on matrix semi-tensor prod-
uct theory is proposed. The hyperchaotic Lorenz system is
used to generate chaotic sequences to scramble the matrix.
Then the semi-tensor product method is used for diffusion,
and finally an encrypted image is obtained. This method
breaks the shackles of traditional matrix operations, not only
has high security, but also improves encryption efficiency.

To improve security encryption, increase the randomness
of chaos, and expand the key space, the combined chaotic
system has many applications because it tends to overcome
the disadvantages of 1D and higher order chaotic maps [24]–
[30]. In [26] three 1D combined chaotic maps are pro-
posed to achieve the tradeoff between computational cost
and security. This system achieved better encryption results
with reduced computational cost compared with higher order
chaotic maps. In [27] a scheme is proposed that uses three
chaotic maps—logistic, tent, and sine maps. The crossover
unit extensively permutes the image pixels row-wise and
column-wise based on the chaotic key streams generated from
the Combined Logistic–Tent (CLT) system. The decomposed
images are then mutated by XOR operation with quantized
chaotic sequences from the Combined Logistic–Sine (CLS)
system. In [28] the larger key space is achieved by combining
complex Chen and complex Lorentz maps. In [29] a new
encryption scheme based on chaotic mapping combined with
Tinkerbell chaotic mapping is presented. In [30] a novel one-
dimensional logistic-PWLCM (LP) modulation map that is
derived from the logistic and PWLCM maps is presented.

The traditional single chaotic system is too simple, which
directly affects the effect of scrambling and diffusion, and
there are few methods for image pixel information replace-
ment. Therefore, we hope to study a new kind of chaotic
system, and generate a chaotic sequence with strong random-
ness by combining chaotic systems to improve the security
of encryption, and replace traditional matrix operations with
mathematical algorithms, and replace image informationwith
new results.

To achieve more robust encryption, and to leverage
the advantages derived from the research described above,
a color image encryption method based on the cloud model
Fibonacci dynamic chaotic system combined with a matrix
convolution operation is proposed. Chaotic sequence with
random transformation of random seeds of the cloud model,
repeated operation produces uncorrelated multiple sets of
dynamic chaotic sequences, and it increases the chaotic ran-
domness, expands the key space, and increases the chaotic
range. Using hybrid chaotic sequences to scramble image
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pixel points spliced by RGB components, and then com-
bining matrix convolution operations in convolutional neural
networks [31], the matrix convolution operation is used to
permute the pixel points, and enhance the anti-attack ability
of the ciphertext. Finally, XOR operation diffuses pixels with
the chaotic sequence and the pre-adjacent pixel values, which
achieves the overall design of position scrambling, numer-
ical transformation, and diffusion of the image encryption
process. The algorithm provides protection from an anti-
plaintext attack as well as provides high encryption security.

II. CLOUD MODEL FIBONACCI CHAOTIC SYSTEM
The purpose of chaotic system design is to generate chaotic
sequences and provide secure and reliable support for image
encryption [32], [33].

A. CLOUD MODEL
The cloud model generator is mostly based on a pseudo-
random number generator [34], and the cloud model has
three numerical features of expectation Ex, entropy En and
hyper-entropy He, which are used to represent the model of
uncertainty transformation [35].

Expectation : Ex = X =
1
n

n∑
i=1

xi (1)

Sample varianc : S2 =
1

n− 1

n∑
i=1

(xi − X )2 (2)

Entropy : En =

√
π

2
×

1
n

n∑
i=1

|xi − Ex| (3)

Hyper-entrop : He =
√
S2 − En2 (4)

The Ex in (1) reflects the position of cloud center of gravity
in cloud drop group, the En in (3) reflects the relationship
between data fuzziness and randomness, the He in (4) is
the uncertainty measure of En, reflecting the dispersion and
thickness of cloud. The normal random numbe yi is generated
by the varianceHe2 and the expected valu En, the normal ran-
dom number xi, the cloud droplet is generated by the expected
value Ex and the variance y2i , which has the characteristics of
randomness and stability tendency.

yi = RN (En,He) (5)

xi = RN (Ex, yi) (6)

where RN is a normal random number, and the algorithm
cloud model value is Ex = 5000, En = 3, He = 0.1.

It can be seen from Fig.1 that the cloud droplet distri-
bution does not have the characteristics of chaotic uniform
distribution, but according to the characteristics of the cloud
model, the cloud model data can be transformed through
the transformation of random seeds. So we can combine the
randomness of the cloud model with the chaotic sequence,
which makes the chaotic sequence in the unpredictable state
for a long time, and the sequence rules are difficult to find,
which plays a very good role in the encryption application.

FIGURE 1. Cloud droplet distribution.

B. CONSTRUCTING CLOUD MODEL FIBONACCI CHAOTIC
SYSTEM MODEL
The chaotic system uses Fibonacci to generate random num-
bers. The generated random numbers can overcome the corre-
lation of the sequence itself. The Fibonacci sequence formula
is shown in (7) [36]–[38]:

xi+1= (xi + xi−p) mod M , i = p, p+ 1, · · · ,M ∈ N (7)

The Fibonacci sequence has the characteristics of being
simple, fast and esy to implement, and the model adopts the
generalized third-order Fibonacci function model:

Fj = (AiFi−1 + BiFi−2 + CiFi−3) mod M (8)

where: Ai, Bi, and Ci represent random constants, which M
are modules. Where Fj is cloud drop group.

The quantum logistic mapping produces a multi-
dimensional sequence, which can dynamically replace the
three parameters of the generalized third-order Fibonacci
function [39]. The formula is:

xn+1 = r(xn − |xn|2)− ryn
yn+1 = −yne−2β + re−β

×[(2− xn − x∗n )yn − xnz
∗
n − x

∗
n zn]

zn+1 = −zne−2β + re−β

×[2(1− x∗n )zn − 2xnyn − xn]

(9)

where: xn, yn, and zn represent three sets of input values, β,
r represent dissipation parameters and control parameters,
x∗n and z∗n are conjugate complex numbers of xn and zn. This
algorithm takes the initial value x0 = 0.3, y0 = 0.06,
z0 = 0.2, r = 3.99, β = 6.2 and then the sequence Fj is
generated by a modulo operation.

Next, the construction of the cloud model Fibonacci
chaotic system model is carried out. The model uses the
quantum chaotic map as the random dynamic parameter to
reduce the sequence correlation. Then it is coupled with
the Logistic map after the generalized third-order Fibonacci
functionmodel operation. The cloudmodel Fibonacci chaotic
system is obtained, as shown below:

Xn+1 = AFQL = (F(Q(γ, β)))+ L(x0, µ) mod 1 (10)

where Q(γ, β) represents the quantum chaotic system,
F(Q(γ, β)) is the chaotic sequence generated by (8), and
L(x0, µ) represents the Logistic chaotic system with an ini-
tial value x0 and a parameter r . Finally, a new uncorrelated
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FIGURE 2. The schematic diagram of CFCS pseudo-random chaotic
sequence generator.

chaotic sequence is generated by coupling with the Logistic
map.

The cloud model Fibonacci chaotic system combines the
quantum logistic, logistic, Fibonacci sequence and cloud
model to make use of the simple, fast and easy-to-implement
features of the Fibonacci sequence, as well as the chaos of
multiple sets of mixed sequences and the normal distribu-
tion of the cloud model, constructing a new chaotic system,
the system complexity is increased, and the time complexity
is relatively increased.

The multi-group chaotic sequences generated by the
Fibonacci chaotic system based on the cloud model are inde-
pendent of each other, and multiple chaotic sequences are
used in the process of color image encryption, such as the
four chaotic sequences F1(i), F2(i), F3(i), F4(i) generated
in the encryption process. However, the traditional chaotic
system, such as logistic, is easy to deduce the rules and has
low security.

The pseudo-random sequence generator designed accord-
ing to the above steps has better pseudo-random charac-
teristics, fast generation speed, independent non-repeating
sequence, and compared with the traditional sequence gen-
erators such as Ten chaotic sequence generator, CNN chaotic
sequence generator and Logistic chaotic sequence generator,
it has higher security to generate even pseudo-random chaotic
sequence. Fig.3(a) shows the sequence of pseudo-random
chaos that produces uniform, Fig.3(b) presents the differ-
ence value graph of the two sequences and the difference
value of interval variation shows that the algorithm has a
strong sensitivity to the initial value of the key, Fig.3(c) is
the histogram of the chaotic sequence, Fig.3(d) is a three-
dimensional structure of the chaotic sequence.

C. STATISTICAL STOCHASTICITY ANALYSIS
Randomness is a crucial property both for Pseudo Random
Number Generators and ciphers [40]. For cryptographic rea-
sons, the output of these systems needs to satisfy random-
ness criteria measured by some statistical tests. Probability
value (P-value) of each test should be greater than 0.1 for
any bit sequence to be regarded as random. We used NIST
SP800-22 to test the randomness of our key generator and
our pre-encryption algorithm respectively. NIST randomness

FIGURE 3. Chaotic sequence analysis.

TABLE 1. NIST statistical test results.

test results for Peppers image of size 256 × 256 are given
in Table 1.

It can be seen from the above table that the values of all
16 test items are greater than the significance level, and the
values of 4 items (Runs test, Rank test, Universal Statistical
test, Linear Complexity test) exceed 0.5, so the key stream
sequence generated by the chaotic system proposed in this
paper is random and has good security.

III. DESCRIPTION OF ENCRYPTION STEP ALGORITHM
A. SCRAMBLING ALGORITHM DESCRIPTION
In the image encryption system, scrambling can effectively
disturb the original position of the pixel, destroy the orig-
inal image information of the image, and map the chaotic
sequence and the coordinates of the pixel to achieve scram-
bling of the pixel of the image. In order to ensure that the
number of position coordinates corresponds, it is multiplied
by the height and width of the plaintext image to expand,
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and in order to scramble the security, the average value of
the pixel points of the image is selected as the key, and
the key is used as the initial value of the random seed and
logistic map of the cloud model, respectively, to generate the
cloudmodel Fibonacci chaotic sequence, and then the chaotic
sequence is rounded to obtain an integer sequence between
(0, M∗N), and each element (i=1, 2, ..., M∗N) in the integer
sequence (x: line, y: column) is expressed in the form of
coordinates. Finally, the chaotic coordinates are used to map
the coordinates of the replacement pixels, and after adjusting
the matrix, the scrambled is obtained, and the pixel position
is scrambled.

The scrambling formula is as follows:

F11(i) = int(F1(i)× height × width) (11)

xi = F11(i)%N
yi = F11(i)/N
Te = P0[i, j]
P0[i, j] = P0[xi, yi]
P0[xi, yi] = Te

(12)

where: x, y represent the row and column of each element in
the chaotic sequence respectively, N represents the width of
the image, and Te is the auxiliary variable, which is used to
temporarily store the pixel value of the location that has been
scrambled.

B. DESCRIPTION OF REPLACEMENT ALGORITHM
The scrambling changes the position of the pixel, and the
pixel value of the original pixel does not change, and the
replacement is to transform the original value of the pixel
and replace the new data to conceal the real pixel value.
Before the convolution operation, a column and a row of
zero pixel points are respectively added to the rightmost and
lowermost ends of the pixel matrix to avoid data loss when
the convolution is replaced to the edge of the matrix.

The chaotic sequence F2(i) of Fibonacci chaotic system
is extended by (13) to obtain F22(i), and put the chaotic
sequence values into a 2 × 2 matrix to form a convolution
kernel filter(t), and then the matrix P1 obtained in the second
step is convoluted with the convolution kernel filter(t), and
finally multiplied by the random sequence F3(i) to obtain an
image matrix P2. The formula is as follows:

F22(i)= int(F2(i)×100), i∈ (0,1,2..., height×width−1)

(13)

P2[i, j]= sum(P1[i : i+2, j : j+2]×filter(t))−F3(i) (14)

where: F2(i) represents a chaotic sequence, F33(i) is a
spread sequence, F3(i) represents another group of chaotic
sequences, and Equation (1) is a convolution summation
formula of the matrix P1 and the convolution kernel.
The replacement process is to perform convolution oper-

ation on four pixel point values of 2 × 2 units in the pixel
matrix and four chaotic sequence values in the convolution
kernel, and at the same time, in the next operation, the 2× 2

FIGURE 4. Scrambling process diagram.

FIGURE 5. Convolutional replacement.

chaotic sequence value in the convolution kernel and the
2 × 2 unit in the pixel matrix are updated and replaced, and
sequentially shifted to perform matrix convolution operation.
The matrix size of the scheme is 2 × 2, which can not only
change the original information, but also save the computa-
tional complexity. After the convolution replacement process
is completed, the added row and column zero pixel values are
removed. The matrix convolution operation flow is shown in
Fig.5.

C. DESCRIPTION OF THE DIFFUSION ALGORITHM
In an image encryption system, diffusionmeans not to change
the position of a pixel. By changing the gray value of the
pixel, the information of any plain pixel is hidden in as
many ciphertext pixels as possible, so that the pixel value
information of any pixel affects the pixel values of other
pixels as much as possible.

Random sequence extension:

F44(i) = int(F4(i)× 108) (15)

Forward diffusion:
P3[0] = P2[0]⊗ F44(0)⊗ int(image_mean)
i = 0

P3[i] = P2[i]⊗ F44(i)⊗ P2[i− 1]
i ≥ 1

(16)

Back diffusion:
P3[N×M] = P2[N×M]⊗ F44(N×M)
⊗int(image_mean)
P3[i] = P2[i]⊗ F44(i)⊗ P2[i+ 1] i < N×M

(17)

where: The value of 108 is derived from the range of themaxi-
mum value of the pixel after matrix convolution. image_mean
represents the mean of the pixel values, F44(i) is the chaotic
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FIGURE 6. Encryption flow chart.

extension sequence, and the XOR process requires a pixel
point, a chaotic sequence, and a front pixel point P2 [i− 1] or
a back pixel point P2 [i− 1]. When i=0 or i=M∗N, the initial
front pixel value P2 [i− 1] or the last pixel value P2 [M × N ]
is defined as an average value.

IV. DESIGN OF ENCRYPTION PROCESS
A. ENCRYPTION ALGORITHM FLOW CHART
The algorithm firstly splices the RGB three channels of the
original color image, and uses the chaotic sequence mapping
to replace the pixel coordinates to achieve the purpose of
scrambling the pixels, and then substitutes pixel values by
matrix convolution, Finally, the XOR diffusion among the
pixels is performed, and the encrypted image is obtained after
the three channels are split and integrated. The encryption
flow chart is shown in Fig.6, and the image encryption algo-
rithm is shown in Algorithm 1.

Description of encryption algorithm:

B. ENCRYPTION ALGORITHM STEPS
Step1 Pretreatment: Color image conversion: The original
color image Pm×n×3 is a three-dimensional image, and the
color image is decomposed into three-channel images of red,
green and blue, and spliced into a two-dimensional gray
rectangle image P0.
Step2 Scrambling: The two-dimensional gray rectangle

image P0 is scrambled into P1, that is, P0 coordinates are
mapped with the data coordinates converted by the chaotic
sequence to generate an encrypted matrix image P1.
The chaotic coordinate map is used to replace the coordi-

nates of the pixel points to achieve pixel point scrambling.
Step3 Convolution Operation Replacement: The matrix

image P1 is subjected to a matrix convolution operation to
generate an encrypted image P2. Using chaotic sequences as
internal data of the convolution kernel, and constantly chang-
ing after a calculation, the scrambled pixels are convoluted
in units of 2 × 2, and then multiplied by a set of chaotic
sequences to continuously generate new pixels to generate a
replacement pixel matrix.
Step4 XOR Diffusion: P2 and the cloud model Fibonacci

chaotic sequence and the front (rear) adjacent pixel val-
ues are subjected to an exclusive OR operation in both

directions, and an encrypted image P3 is generated after
the operation. First, extending the random sequence F4(i),
and then the XOR operation of (16) is performed on the
matrix P2 and the previous adjacent pixel values, respec-
tively, to diffuse the mutual influence among the pixel points.
It takes two XOR operations (forward and backward) to
get P3.
Step5: Finally, the image is converted into a color cipher-

text image in RGB mode.
The decryption process, in contrast to encryption, gener-

ates a cloud model Fibonacci random sequence based on the
average of the pixels for decryption. The decryption steps are
as follows:
Step1: Convert the encrypted image into RGB three-

channel images and stitch them into a matrix by row.
Step2: Set the average of image pixels to the ini-

tial value to generate the cloud model Fibonacci chaotic
random sequence.
Step3: XOR the encrypted matrix P3 according to (15-16).
Step4: The matrix after the XOR operation is then decon-

volution of (17). The formula is as follows:

P1[i, j]

=P2[i, j]+F3(i)−P2[i+1, j+1]×filter[1, 1]

−P2[i+1, j]×filter[1, 0]−P2[i, j+1]×filter[0, 1] (18)

Step5: Perform scrambling operation to obtain grayscale
images.

The above image encryption algorithm combines the gen-
eralized third-order Fibonacci with the cloud model, which
enhances the initial value sensitivity of the entire encryption
system and increases the key space. The pixel average of the
image is taken as the initial value of the chaotic sequence,
and the average value is also closely combined with the XOR
operation to improve the sensitivity of the plaintext. In the
process of convolution operation, a small error will affect all
the calculated values, and will gradually amplify the error,
which realizes a good encryption effect. The above image
encryption algorithm combines the generalized third-order
Fibonacci with the cloud model, enhancing the initial value
sensitivity of the entire encryption system and increasing the
key space. The pixel average of the image is taken as the
initial value of the chaotic sequence, and the average value
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Algorithm 1 The Image Encryption Pseudo Code Algorithm
Input: Quantum loglistic variables sum, x, y, z, r, belta,
loglistic variables x0, x1, x2, h0, cloud model variables
Ex,En,He,N .
# Code of mixing degree sequence
1: Initializes: x0 = 0.3, y0 = 0.06, z0 = 0.2, r = 3.99,

Ex = 5000, En = 3, He = 0.1;
2. for i = 1 to N do
3. Fj = (AiFi−1+BiFi−2 + CiFi−3) mod M ,
4. Xn+1 = AFQL = (F(Q(γ, β)))+ L(x0, µ) mod 1,
5. end
# Scrambling code
6. for j in range(height):
7. for i in range(weight):
8. xi = F11(i)%N ; yi = F11(i)/N ; Te = P0[i, j];

P0[i, j] = P0[xi, yi]; P0[xi,yi ] = Te;
9. end
10. end
#Convolution code, image_new_test for scrambled images
11. for i in range(len(image_new_test)):
12. if i == 0:
13. P2[0, j] = sum(P1[0 : 2, j : j+ 2]× filter(t))

×F3(0))
14. else:
15. P2[i, j] = sum(P1[i : i+ 2, j : j+ 2]× filter(t))

−F3(i),
Generating Encrypted Image P2 by Matrix
Convolution.

16. end
# Exclusive or operation code
17. for i in range (len(image_new_test) −1, −1, −1):
18. if i == len (image_new_test) −1:
19. P3[0] = P2[0]⊕ F44(0)⊕ int (image_mean)
20. else:
21. P3[i] = P2[i] ⊕ F44(i) ⊕ P2[i− 1], Encrypted
Image P3 Generated by Two XOR Operations in Positive
and Reverse Directions.
22. end
Output: P3[i], Encrypted image.

is also closely combined with the XOR operation to improve
the sensitivity of the plaintext. In the process of convolution
operation, a small error will affect all the calculated values,
and will gradually amplify the error, which realizes a good
encryption effect.

C. ENCRYPTION PROCESS
The encryption process image selects a color image Peppers
with a pixel size of 256 × 256 to respectively display the
images after scrambling, replacement and diffusion in the
image encryption process, and it is difficult to distinguish the
encrypted images by visual analysis. The image encryption
flowchart is shown in Fig. 7.

TABLE 2. Summarizes the result of χ2 test for various cipher images.

V. ANALYSIS OF ENCRYPTION SIMULATION
TEST RESULTS
A. EXPERIMENTAL RESULT
The Python 3.6 platform is used to encrypt the color image.
The parameters of the chaotic system are x0 = 0.3, y0 =
0.06, z0 = 0.2, r = 3.99, β = 6.2, the cloud model takes
values Ex = 5000, En = 3, He = 0.1, and the average pixel
value of each image is taken as the key. In order to verify the
encryption effect of different color images, four images of
Lena, peppers, black and white were selected for encryption.

Fig.8(a)(c)(e) and (g) are original images. After the encryp-
tion process, the original image information cannot be
recognized in the ciphertext image, and the useful image
information is hidden, whichmeans that the proposed encryp-
tion algorithm has a good encryption effect.

B. HISTOGRAM ANALYSIS
The RGB component histogram distribution before and after
encryption is shown in Fig.9. The encrypted histogram dis-
tribution is obviously different from the plaintext histogram,
and the encrypted RGB component histogram is distributed
smoothly, and the distribution law before encryption cannot
be identified, which shows a better encryption performance.
Fig.9 shows the three channel histogram of 256 × 256 color
image.

The performance of the proposed chaotic image encryp-
tion system is analyzed. First of all, histogram of encrypted
images are considered. The chi-square test is used to justify
the uniformity of their histograms. For M × N images, the
unilateral hypothesis test χ2 can be expressed as:

χ2 =
255∑
i=0

(fi − g)2

g
(19)

where gi = g = MN
256 , i = 0, 1, · · · , 255, given the signifi-

cance level α, and P
{
χ2 ≥ χ

2
α(n− 1)

}
= α, generally, when

α = 0.01, 0.05, 0.1, χ2
0.05(255) = 293.2478, χ2

0.01(255) =
310.4574, χ2

0.1(255) = 284.3359.
From Table 2, it can be seen that the χ2 of plaintext image

is significantly greater than 0.01, while the χ2 of ciphertext
image is less than 0.01, for example, the x value of Lena
ciphertext image is lower than 0.01, which passes the χ2-test.
And the variance of ciphertext image has a great change
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FIGURE 7. Color image encryption.

TABLE 3. NIST statistical test results.

compared with that of plaintext image. It can be concluded
that the image generated by encryption algorithm is random
enough and has high security level. The uniformity of his-
togram can be evaluated by the test of χ2 of cipher image.
At the same time, the randomness of ciphertext image is

tested, NIST statistical test results for cipher images of Lena
and Peppers gray-scale image are presented in Table 3. If the
p-value > a (in SP 800-22 test a=0.01)the sequence passed
the test. A good random/pseudo-random sequence should
pass all the tests.

As can be seen from the above table, the values of all 16 test
items of Lena and Peppers ciphertext images are larger than

the standard level, and the values of 3 items exceed 0.5, and
the rest of the data are far greater than 0.01, so the secret
generated by this image encryption algorithm The key stream
sequence is random, and the encryption algorithm algorithm
has good security.

C. KEY SENSITIVITY ANALYSIS
Key sensitivity is an important detection step in the security
analysis of encryption algorithms. In this paper, the chaotic
initial key deviation is 10−16 and then decrypted. The
decrypted image cannot be restored to the original image. The
original image can be restored when the deviation is 10−17,
which proves that the algorithm has strong sensitivity. The
deviation decryption is performed on the encrypted Lena and
Peppers color images as shown in Fig.9.

In order to better distinguish the ciphertext image and the
error decryption image, data analysis is carried out through
the standard measurement of mean square error (MSE),
as shown in (20):

MSE =
I

M × N

M∑
j=1

N∑
i=1

(aij − bij)

2

(20)

where: The parameters aij and bij represent the gray values of
plaintext image and ciphertext image respectively, the larger
the MSE value, the more secure the encryption is. It can be
found from Table 4 that MSE data of ciphertext image and
plaintext image, error decryption image and plaintext image
can be distinguished from error decryption image by MSE
between images.

D. CORRELATION ANALYSIS
The positional relationship of image pixels is divided into
horizontally adjacent, vertically adjacent and diagonally adja-
cent. The strong correlation among image pixels threatens
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FIGURE 8. Encrypted image.

TABLE 4. Mean square error analysis.

the security of the image information, and the lower the
correlation, the higher the disruption degree of scrambling.
Fig.11(a)-(f) show the distribution of adjacent pixels, convo-
lution image, and ciphertext image in the horizontal direction
of the Lena and pepper color plaintext image, respectively.
Table 1 is a correlation analysis table of Lena image pixels.
After the image encryption process, it can be seen from the
data in table 1 that the image of the plaintext image compo-
nent has a high correlation, and the correlation coefficients

FIGURE 9. Histogram.

are close to 1, and the correlation coefficient of the ciphertext
image approaches 0. The encryption algorithm in this paper
destroys the statistical properties of the original image, and
the correlation analysis formula is as follows:

r(x, y)=

∑N
i=1 (xi−

1
N

∑N
i=1 xi)(yi−

1
N

∑N
i=1 yi)√∑N

i=1 (xi−
1
N

∑N
i=1 xi)2×

∑N
i=1 (yi−

1
N

∑N
i=1 yi)2

(21)

where: x and y are the values of adjacent pixel points, N is
the number of pixel points, and the correlation between the
original image and the encrypted image is shown in Table 5.

Table 5 shows the correlation coefficients of the original
test image and the encrypted image, and carries out experi-
mental analysis on the pepper and Lena images respectively.
For example, the average correlation results of the calcu-
lated pepper images in the horizontal, vertical and diagonal
directions are 0.9773, 0.9705, 0.9525, respectively, and the
average correlation results of the corresponding encrypted
image are−0.0010, 0.0016 and 0.0031. From the correlation
coefficient results and figures obtained, it can be seen that the
plain images are adjacent. The height relationship between
pixels, which effectively reduces the pixels of the correspond-
ing cipher image using the proposed cipher algorithm, reflects
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TABLE 5. Correlation coefficient of test image.

FIGURE 10. Key Sensitivity Analysis.

the effectiveness of this method to hide the spatial redundancy
in the pixels of the cipher image.

E. INFORMATION ENTROPY
Information entropy is used to measure the distribution of
pixel values in an image. The more uniform the distribution
of pixel values are, the larger the information entropy is,
and the calculation formula of information entropy is as

FIGURE 11. Horizontal adjacent pixel distribution.

follows:

H (m) =
255∑
i=0

p(mi)× logb 1/p(mi) (22)

where mi represents the value of the pixel, p(mi) represents
the probability of occurrence of the pixel, and Table 6 shows
the entropy values of several different algorithms for 256 ×
256 image. The results show that the cipher image generated
by the proposed encryption method has a high entropy value,
and the entropy image of the cipher is close to the ideal
value of 8, which means that the probability of accidental
information disclosure is very small.

F. LOCAL SHANNON ENTROPY MEASURE
In [46], a new statistical test of image randomness based
on local Shannon entropy measure is proposed, which is
an extension of traditional Shannon entropy. Conventionally,
in the image encryption community, the usage of Shannon
entropy for image randomness is to compute (23) for a sample
image S. Global entropy alone can bemisleading. Because the
local Shannon entropy measures image randomness by com-
puting the sample mean of Shannon entropy over a number of
non-overlapping and randomly selected image blocks, It can
overcome the weakness of inaccuracy, inconsistency and low
efficiency of Shannon entropy.

Hk,TB (S) =
k∑
i=1

H (Si)
k

(23)
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TABLE 6. Analysis results of information entropy.

TABLE 7. Local Shannon Entropy tests for ciphertext images.

Consequently, the (k, TB)-local Shannon entropy H (S) are
used as the measure for describing the randomness over the
entire test image S.

Table 7 shows the local entropy measurement data selected
from the fixed (k, TB) parameter set, k = 60, TB = 1936,
and the local Shannon entropy test was performed on four
test images. The real randomness of the image can be tested
more accurately by using local entropy, and the image with
poor encryption can be projected by local entropy. In the
block entropy test, 60 non overlapping blocks of 44×44 size
are randomly selected from each ciphertext image, and the
average entropy is calculated by (23). It can be seen from
the table that the entropy value of the test image is with
in the range of standard test lines a = 0.01 and a = 0.001.
The entropy shows the effectiveness and robustness of the
algorithm. Therefore, the image encrypted by our method has
good local randomness. Therefore, the image encrypted by
our method has good local randomness.

G. DIFFERENTIAL ATTACK
Differential attack is a serious threat to the security of image
information transmission. The number of changing pixel rate
(NPCR) and the unified averaged changed intensity (UACI)
are two most common quantities used to evaluate the strength
of image encryption algorithms/ciphers with respect to
differential attacks. Conventionally, a high NPCR/UACI

score is usually interpreted as a high resistance to differential
attacks.

The rate of change of NPCR and UACI is a measure of
anti-differential attack, which is used to illustrate the anti-
differential attack performance of the encryption algorithm.
The calculation formula is as follows:

NNPCR=

∑
i,j
D(i, j)

M × N
×100% (24)

UUACI =
1

M × N
×

∑
i,j

|HD(i, j)−HD1(i, j)|
255

×100% (25)

whereM and N represent the length and width of the image,
and the ideal expected values for the rate of change of the
pixel and the averaged intensity of the pixel are 99.609% and
33.464%. Wu et al. Pointed out in [47] that the ideal values
of NPCR and UACI are related to the size of pictures, and the
ideal values of pictures with different sizes are also different.
In addition, the statistical hypothesis model of NPCR and
UACI was established in the analysis, and the NPCR hypoth-
esis model at the significant level is shown in (26).{

H0 : NPCR = µN
H1 : NPCR < µN

(26)

In (26), µN is the ideal value of NPCR, µN = F/(F + 1),
where F is the maximum expected value of pixel point, in this
paper, F = 255. When NPCR < N ∗, reject the hypothesis
of H0, otherwise, accept the hypothesis of H0. N ∗ is the
threshold value of NPCR, and its definition is shown in (27).

N ∗ =

(
F −8−1(α)

√
F
MN

)/
(F + 1) (27)

where 8−1(•) is the reciprocal of the cumulative density
function of the standard normal distribution. The hypothesis
test of UACI at α significant level is shown in (28).{

H0 : UACI = µu
H1 : UACI 6= µu

(28)

In the above formula, µu is the ideal UACI value. When
UACI /∈ (u∗−α , u∗+α ), the assumption of H0 is rejected. The
definitions of thresholds u∗−α and u∗−α are shown in (29).

u∗−α =
F + 2
3F + 3

−8−1(α
/
2)

√
(F + 2)(F2 + 2F + 3)

18(F + 1)2MNF

u∗+α =
F + 2
3F + 3

+8−1(α
/
2)

√
(F + 2)(F2 + 2F + 3)

18(F + 1)2MNF
(29)

In the experiment, randomly select a pixel point for Lena
and pepper color images of different sizes, modify the pixel
value of the image, generate a new plaintext, and finally test
the encrypted image with NPCR and UACI. The test results
are shown in Table 8 and Table 9. In this paper, images
of different sizes are selected as test cases, including three
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TABLE 8. Numerical results for NPCR randomness test.

TABLE 9. Numerical results for UACI randomness test.

images with the size of 256× 256, three images with the size
of 512× 512 and three images with the size of 1024× 1024.
From the observation of Table 8 and Table 9, we can see
that the test results in this paper meet the test standards. And
the test pass rate of the encryption algorithm is close to 1,
which shows that the encryption algorithm can effectively
resist differential attack.

H. NOISE ATTACK
In reality, the transmission of information is susceptible to
various interferences and attacks, so image encryption algo-
rithms are required to have strong robustness. In order to
test the anti-noise attack of the encryption algorithm in this
chapter, as shown in Fig.12, Gaussian noise of different inten-
sity added to the encrypted ciphertext image. After adding
0.2 intensity Gaussian noise, the decrypted image can visu-
ally identify the main information of the image, and after
increasing the noise intensity to 0.3, the image is blurred, but
the basic outline of the original image can still be identified.

Therefore, the encryption algorithm can resist noise attacks
and has the ability to resist noise interference.

Noise is added to the encrypted ciphertext image so that
the internal ciphertext pixel value portion is replaced. In the
decryption process, the inverse of the diffusion is first per-
formed, and the changed noise point is transmitted in the
diffusion. In the inverse of the permutation, the value of the
data is converted into new data for transmission. Without
replacement pixels, the data can be restored, but the noise
masks the original real data. The data shows that within a cer-
tain range of noise, the error message cannot cover the main
information, and the noise attacks of size 0.2 and 0.3 cannot
cover the image information.

I. CROPPING ATTACK
The experiment verifies the anti-shearing ability of the
encryption algorithm by performing region clipping on the
encrypted image. As shown in Fig. 13(a), the ciphertext image
is cropped by 1/4 density, and the decrypted image is as
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TABLE 10. The execution-time performance test.

FIGURE 12. Noise attack decryption map.

FIGURE 13. Cut attack decryption map.

shown in Fig. 13(b). The decrypted image has a lot of noise,
but does not affect the overall contour of the image; after the
ciphertext clipping of the 1/3 area is performed, the outline
of the decrypted image is blurred, but the image information
is still recognizable. Therefore, when the ciphertext image
encounters clipping interference in the transmission, the pro-
posed algorithm has better security and can effectively resist
the clipping attack.

J. CHOSEN PLAINTEXT ATTACKS
When analyzing the cryptosystem, plaintext attack anal-
ysis is indispensable. Typical attacks are ciphertext only,

Known plaintext, Chosen ciphertext and Chosen plaintext.
Obviously, the chosen plaintext attack is the strongest attack.
If the cryptosystem can resist plaintext attack, it can resist
other types of attacks [48]. Selecting a plaintext attack means
that the attacker uses a known encryption algorithm to derive
the intermediate ciphertext through the corresponding cipher-
text. The algorithm chooses to use the selected plaintext
attack to test the security of the system, and adds 1 to the
pixel value of the first pixel of the color image Pepper to
obtain a new plaintext image, and then select the plaintext
I = {0, 0, 0, 0} whose pixel value is all 0, set the cloud
model Fibonacci chaotic sequence F2 = {1, 2, 3, 4}, chaotic
sequence F3 = {5}; The scrambling operation is invalid
for the plaintext with the pixel value of 0. The scrambled
ciphertext is still Z = {0, 0, 0, 0}, and then do the convolution
operation to get 5 is so that the pixel value is not 0. Through
the pixel demo data, the algorithm can effectively resist the
choice of plaintext attacks.

K. KEY SPACE ANALYSIS
Key space analysis is an important detectionmethod, which is
a necessary test for the feasibility of using random sequence
generator to generate encryption key. The key space of the
encryption algorithm should be large enough to ensure the
security of the detection target. The experimental data shows
that the data of the algorithm is accurate to 11 decimal places,
and the key space is 1011 × 6 ≈ 2219, which is much larger
than 2218, which increases the ability to resist key attacks.

L. SPEED ANALYSIS AND COMPARISON
Execution-time is also an important factor, with respect
to security level. Encryption and decryption durations of
the proposed algorithm are analysed for images with dif-
ferent sizes and compared with previous studies presented
in [5], [6], [9], [10], [23], [27], [42], [44], [45]. As shown
in Table 10.

The proposed encryption and decryption algorithm is sim-
ulated in Python 3.6 environment in Windows Intel(R) Core
2 Duo CPU 3GHz processor with 4 GBRAM. The encryption
time of 256 × 256 gray image is more than 1 second. For
example, the encryption time of Pepper image (256 × 256)
is 1.3sec. Compared with the encryption speed of [5], [9],
[10], [23], the encryption speed of this algorithm is much
slower, especially that of [10]. The main reason is that in
order to improve the encryption security of this encryption
method, the image is scrambled with complex chaos, and the
image pixel value is added with matrix convolution, which
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greatly increases the encryption speed. Compared with liter-
ature [6], [27], the data are close, and compared with litera-
ture [42], [44], [45], the time efficiency is greater than them.
To sum up, in order to ensure a more secure encryption effect,
the time consumption is large, and the encryption efficiency
is slightly lower than that of some encryption methods.

VI. CONCLUSION
In this paper, a color image encryption algorithm combining
cloud model Fibonacci dynamic chaotic system and matrix
convolution algorithm is proposed. The generalized third-
order Fibonacci and cloudmodel are combined to improve the
complexity of chaotic system and generate dynamic chaotic
series. Chaotic sequences are applied to the scrambling and
permutation of image encryption to improve the security of
ciphertext. Secondly, the encryption algorithm encrypts the
color image in two dimensions, reducing the computational
strength and space requirements of the algorithm. At the same
time, a convolution operation is added to the algorithm to
replace the pixel values, reducing the RGB correlation and
improving the complexity of the plaintext and ciphertext rela-
tionship. Finally, the diffusion module adopts a positive and
negative two-direction XOR operation to ensure the compre-
hensiveness of the diffusion. The experimental results show
that the encrypted ciphertext image successfully hides the
image information, and the image information distribution
law cannot be recognized. It can effectively resist test attacks
such as interference attacks and plaintext attacks. A variety of
analyses and tests, such as statistical analysis, key-sensitivity
and key-space analysis, plain-image sensitivity analysis and
speed test have been conducted to demonstrate the security
and the validity of the proposed algorithm. It has the charac-
teristics of high encryption security and will have high use
value in image encryption.
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