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ABSTRACT As the silicon material is severely influenced by the ambient temperature, the silicon
piezo-resistive pressure sensor remarkably suffers from a strong nonlinearity in the response characteristic
as the ambient temperature varies. To address this crucial issue, an adaptive mutation particle swarm
optimization optimized support vector regression (AMPSO-SVR) combined with improved AdaBoost.RT
algorithm is presented. The opposition-based learning initialization and Levy mutation is applied in the
adaptive mutation particle swarm optimization (AMPSO) to achieve the appropriate model selection task
which directly determines the performance of SVR. The performance of original AdaBoost.RT is improved
by a dynamical modification approach for threshold and quoted error criterion. In order to verify the
effectiveness of the proposed temperature compensation approach, several additional optimization methods
such as Cuckoo search (CS), dragonfly algorithm (DA), multi-verse optimizer (MVO), conventional particle
swarm optimization (PSO), Levy flight improved particle swarm optimization (Levy-PSO) and the AMPSO
combined with SVR are investigated. The minimum quoted error, maximum quoted error, the mean
quoted error and the variance of the quoted error over testing data obtained by the proposed method
are 6.8764×10−5, 6.4463×10−4, 3.2619×10−4 and 2.5714×10−8 respectively, which are superior to the
corresponding indices obtained by other methods. The analysis of simulation results indicates the method
proposed in this research is applicable, effective and efficient for industrial application.

INDEX TERMS Pressure sensor, temperature compensation, support vector regression, particle swarm
optimization, Adaboost.RT.

I. INTRODUCTION
The measurement principle of piezo-resistive pressure sensor
is the Wheatstone bridge, each arm of it constitutes a sili-
con resistor. The actual response characteristic of the silicon
resistor is mainly determined by the doping concentration and
the temperature coefficient of piezo-resistive coefficient of
silicon. In addition to the resistor, some unsatisfied aspects in
the manufacturing process of the pressure sensor such as ther-
mal expansion coefficient of the packaging materials and the
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performance of electronics are also affected by temperature.
As the ambient temperature changes, all the aforementioned
factors may result in strong nonlinear response characteristics
of the sensor.

To eliminate the unexpected influence of temperature,
some compensation methods focus on hardware tries to
linearize the response characteristics by regulating circuit
parameters [1]–[5]. Nevertheless, the debugging complex-
ity, considerable cost and limited compensation precision
would restrict the generalization of it. In opposition to the
hardware compensation, the software compensation meth-
ods refer to the analytical approaches and the artificial
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intelligence approaches possess more flexibility. The ana-
lytical approaches such as look-up table, interpolation and
surface fitting [6]–[8] are easy to be implemented in sen-
sor circuits while it may confront two kinds of dilemma:
the number of interpolation nodes dramatically increases
with the requirement of measurement precision and the
ill-conditioned problem in solving normal equations when the
fitting order increases. The artificial intelligence approaches
involve BP neural networks [9]–[11] and support vector
machine [12]–[14]. The empirical risk minimum (ERM)
principle and gradient descent iteration are the cornerstones
of BP neural networks, which may lead the modeling pro-
cess fall into some pitfalls as the curse of dimensionality,
local minimum, under-fitting or over-fitting, etc., [15]–[17].
Vapnik developed the support vector machine (SVM) which
rooted in structural risk minimum (SRM) can obtain the
global optimal solution by solving a convex optimization
problem [18]. A diversity of function approximation appli-
cations are resorted to the support vector regression (SVR),
which replaces the hard margin in conventional SVM with
the soft margin [19], [20]. Without loss of any generation,
temperature compensation task can be treated as a regression
problem. Hence, the SVR is employed in this research to
reveal the mapping relationship between the input and the
output of the pressure sensor.

Since the generalization performance of SVR critically
relies on the setting of parameters, optimization algorithms
including particle swarm optimization (PSO), cuckoo search
(CS), firefly algorithm (FA) and shuffle frog leaping algo-
rithm (SFLA) are studied recently to specify the optimal
parameters set of SVR [21]–[24]. In order to overcome the
overfitting problem of single model in dealing with regres-
sion task, Solamatine and Shrestha proposed a promising
ensemble method called AdaBoost.RT [25]. Then main idea
of AdaBoost.RT is to use an absolute relative error (ARE)
threshold ϕ to convert the regression problem to a binary
classification problem. A predictor is labeled as correct if
ARE of a sample is less than ϕ, otherwise, it is deemed as
incorrect. Then the weight updating parameters are calculated
by the total error rate of each predictor (weak learner). Con-
sequently, the training data distribution at next iteration is
updated by these parameters until all predictors are trained.
Although AdaBoost.RT is a simplified, robust and imple-
mented conveniently ensemble method, its performance is
sensitive to the constant ϕ that need to be manually fixed
at the very beginning. According to the experiment results
obtained by Solamatine and Shrestha, AdaBoost.RT is stable
when ϕ varies in the range of [0,0.4] [26]. Tian and Mao [27]
proposed a modified AdaBoost.RT to predict the temperature
of molten steel in ladle furnace. The approach incorporates
self-adaptive mechanism supervised by the root mean square
error trend in the iteration process to ensure the good predic-
tion performance. Liu et al. [28] developed a new modified
AdaBoost.RT technique by weighting the wrong predicted
sample and loss function, which is proved as an efficient way
to enhance the predictive ability of XXT.

In this study, a compensation approach in the context of
ensemble technique is proposed, which combined SVR with
AdaBoost.RT. Aiming at configuring the optimal parame-
ters of SVR, an adaptive mutation particle swarm optimiza-
tion (AMPSO) benefits from the opposition-based learning
and Levy flight is presented. Moreover, a self-adaptive mod-
ification process of threshold ϕ is proposed to improve
regression performance of original AdaBoost.RT. Finally,
the temperature compensation model is established by
ensemble AMPSO-SVR based on improved AdaBoost.RT.

II. BASIC ALGORITHM
A. SUPPORT VECTOR REGRESSION (SVR)
Given an independent and identical distributed sample as
(x1, y1) · · · , (xi, yi) , · · · (xm, ym) ∈Rn × R, (xi is input, yi is
the corresponding output). The regression problem can be
formed as:

di = ωT xi + b (1)

where di is the prediction value of xi obtained by SVR.
By introducing ε-loss function as the loss function and denot-
ing the slack variables by ξi and ξ∗i , the regression problem
can be depicted equally as follows:

min
1
2
ωTω + C

∑m

i=1
(ξi + ξ∗i )

s.t.



yi − ωT xi − b ≤ ε + ξi,

ωT xi + b− yi ≤ ε + ξ∗i

ξi ≥ 0,

ξ∗i ≥ 0.

, (2)

Constructing Lagrange function from Eq. (1) and Eq. (2):

L
(
ω, b, αi,α∗i , ξ i, ξ

∗
i , γi, γ

∗
i
)

=
1
2
ωTω + C

∑m

i=1

(
ξi + ξ

∗
i
)

−

∑m

i=1
(γiξi + γ ∗i ξ

∗
i )−

∑m

i=1
αi(ωT xi + b− yi

+ ε + ξi)−
∑m

i=1
α∗i (yi − ω

T xi − b+ ε + ξ∗i ) (3)

According to the Karush-Kuhn-Tucker (KKT) condition, tak-
ing the derivative with respect of all variables of the Lagrange
function:

∂L
∂ω
= 0,

∂L
∂b
= 0,

∂L
∂ξi
= 0,

∂L
∂ξ∗i
= 0 (4)

The results obtained are as follows:
ω =

∑m
i=1 (αi − α

∗
i )xi∑m

i=1 (αi − α
∗
i ) = 0

γi = C − αi, i = 1, 2, · · · ,m
γ ∗i = α

∗
i − C, i = 1, 2, · · · ,m

(5)
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Substituting Eq. (5) into Eq. (3) to convert the primal problem
to the corresponding dual problem:

max
1
2

∑m

i,j=1

(
αi − α

∗
i
) (
αj − α

∗
j

)
xTi xj +

∑m

i=1
αi (yi − ε)

−

∑m

i=1
α∗i (yi + ε)

s.t.


∑m

i=1 (αi − α
∗
i ) = 0

0 ≤ αi, α∗i ≤ C
(6)

According to the KKT condition, the dual variables which
satisfy the constraints of inequality in primal problem should
be diminished:

αi (ε + ξi − yi + di) = 0

α∗i (ε + ξi + yi − di) = 0

(αi − C) ξi = 0(
α∗i − C

)
ξ∗i = 0

αiα
∗
i = 0

ξiξ
∗
i = 0

(7)

Samples which locate in the insensitive region corresponding
αi = 0 and α∗i = 0; others locate outside the insensitive
region corresponding αi = C and α∗i = C ; the rest sample
corresponding ξi = 0 and ξ∗i = 0, αi, α∗i ∈ (0,C) are on
the boundary between insensitive and sensitive region. Thus,
b can be estimated by the following equations in the manner
of sequential minimal optimization (SMO) [29]:{

b = di − wT xi − ε, 0 <αi < C
b = di − wT xi + ε, 0 <αi < C

(8)

Generally, the essence of the undetermined regression
relationship is nonlinear. According to the Cover theorem,
a nonlinear problem is more linearly separable by mapping
the vector x in the primal space into a high-dimensional
space based on a function set {ϕj(x)}∞j=1 constructed by kernel
tricks [30]. The SVR regression function therefore can be
denoted as:

F =
{
f |f (x) = ωT · ϕ (x)+ b,ω ∈ Rn

}
(9)

where ω is the weight vector of hyperplane, b is the bias.
Suppose K

(
xi, xj

)
is a kernel function to map the variables in

original space in to nonlinear high-dimensional space, which
satisfies the Mercer theorem [31]:

K
(
xi, xj

)
= ϕ (xi) ϕ

(
xj
)

(10)

Substituting Eq. (10) into Eq. (5), Eq. (9) becomes:

F =
{
f |f (x) =

∑ms

i=1
(αi − α∗i )K (xi, x)+ b

}
(11)

where ms is the number of support vector. Some ker-
nel functions obey the Mercer’s condition are lin-
ear kernel: K (x, xi) = xT xi, polynomial kernel:

K
(
x, xj

)
= (xT xi + 1)p, RBF kernel: K (x,xi) =

exp
(
−‖x − xi‖2 /2σ 2

)
and multilayer perception kernel

(MLP): K (x, xi) = tanh(β0xT xi + β1). The RBF kernel
function is taken as the research object for its extensive
utilization; however, the presented optimizing algorithm is
also suitable to other Mercer kernels.

B. ADAPTIVE MUTATION PARTICLE SWARM
OPTIMIZATION (AMPSO)
Kennedy is inspired by the birds’ hunting behavior
and proposed the particle swarm optimization algorithm
(PSO) [32], [33]. The PSO algorithm can be described as:
A particle swarm consists of m particles in an n dimensional
searching space, the speed state vector is made of four
parts:xi = (xi1, xi2 · · · ,xij, · · ·, x in)T , i = 1, 2, · · · ,m, which
means a particle’s present position in the searching space;
vi = (vi1, · · · ,vij, · · · ,vin)T , which denotes the speed of
each particle; pi = (pi1, · · · ,pij, · · · ,pin)T ,which is the best
position of each particle from the beginning of searching;
a vector depicted by pg = (pg1, · · · ,pgj, · · · ,pgn)T records
the best position of the particle swarm at every iteration from
the start of searching. Particles’ behavior in conventional PSO
is as follows:

vk+1ij = wvkij + c1r
k
1

(
pkij − x

k
ij

)
+ c2rk2

(
pkgj − x

k
ij

)
(12)

xk+1ij = xkij + v
k+1
ij (13)

where vkij is the speed of the ith particle’s jth component at the
kth iteration, w is the flying weight which linearly decreases
with the iteration process, c1 and c2 are social factor and
cognitive factor, rk1 and r

k
2 are two random numbers generated

in an uniform distribution interval of (0, 1).
For the PSO is a kind of population-based searching

scheme, the mechanism of which will yields stagnation or
premature in the searching process. Hence, an adaptive muta-
tion strategy is required in the latter stage of the search to
guarantee the diversity of the population until the stopping
criterion is satisfied. Among several random strategies to
achieve this goal, Levy flight is a prominent choice. The rea-
son for choosing it as the adaptivemutation strategy is that the
population variance grows faster in Levy flight than in other
random search behavior, which enables it efficiently find the
optimal solution in a relative large space [34]. Specifically,
the Levy flight is defined as:

L (s) ∼ |s|−1−β , 0 < β ≤ 2 (14)

where s is the step of Levy flight which is derived from
the Levy distribution. To obtain a formal representation of
the step, a method in a previous research performed by
Mategna [35] is adopted in this study, which takes the
form as:

s =
u

|v|1/β
(15)

where u and v are two independent random variables
generated from different normal distributions. The normal
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distributions are:

u ∼ N(0,σ 2
u ), v ∼ N(0,σ 2

v ), (16)

where

σu =

0(1+ β)sin(πβ/2)0
[
1+β
2

]
β2(β−1)/2


1/β

, σv = 1. (17)

If the trail time of failing to improve the solution quality for
the ith particle reaches a predefined number at the kth gener-
ation, a solution should be updated through an equation as:

xkij = xkij + 0.01 ∗ stepj ∗ N (0, 1) , j = 1, 2, · · · , r,

r = round (n ∗ U (0, 1)) . (18)

where k is the generation number, i is the particle index in
the population, j is the dimension index of the particle to
be updated, r is the number of specified dimension to be
updated whenever the adaptive mutation condition occurs,
n is the number of dimension of each particle, step is calcu-
lated by Eq. (15), N (0,1) and U (0,1) are normally distributed
and uniformly distributed random numbers between 0 and 1
respectively. The constant 0.01 used here is to reduce the
aggressive step size of Levy flight which could lead the
particle fly outside the searching region. The mean square
error (MSE) between the predicted value derived from the
SVR and the actual value is adopted as the fitness function.
From a straightforward perspective, the convergence speed of
the searching process depends on the distribution uniformity
of population in the searching space to some extent. Neverthe-
less, the solutions that far away from the optimal positionmay
slow down the searching process if distribution uniformity
of the population is the only considered factor. In the light
of the analysis of the population initialization mentioned
before, the opposition-based learning [36] is employed in the
initialization period. To be more specific, each dimension of
the opposition particle denoted by xi_oppo can be found in the
predefined solution space as follows:

xij_oppo = uij + vij − xij, xij ∈
[
uij, vij

]
. (19)

where i and j are defined in the introduction in the orig-
inal PSO, uij and vij are the lower and upper limitation
of the jth dimension of the ith particle in the population,
respectively.

The details of the adaptive mutation particle swarm opti-
mization (AMPSO) are summarized as follows:

(1) Initialize all the algorithm parameters: maximum iter-
ation number M ; size of the particle swarm m; cognition
factor c1 and social factor c2; the limits of the velocity and
the position in each dimension as [vi_min, vi_max] and [xi_min,
xi_max]; the maximum limit Fail_Time of the time that unable
to improve individual particle’s solution quality; the param-
eter β utilized in the calculation of the step size of the Levy
flight.

(2) Initialize the particle swarm within the solution space
by opposition-based learning. Evaluate the fitness of the pop-
ulation, set xi to be pi and the particle with the best fitness
to be pg.
(3) Set the time ti that unable to improve the ith particle

solution quality to zero. Update the particle velocity and
position according to Eq. (12) and Eq. (13). Evaluate fitness
function of each particle and compare it with pi, if the ith fit-
ness fiti is less than pi then xi is set to be pi, otherwise, ti is
added by one. If the ith fitness fiti is less than pg then xi is set
to be pg and reset ti to be zero.
(4) If ti is large than Fail_Time then update the particle

position by Eq. (18). Reset ti to be zero and go back to step 3.
(5) If the stopping criterion is satisfied the optimization

process is over.
The pseudo codes of the AMPSO algorithm are provided

in Figure 1.

FIGURE 1. Pseudo-code of the AMPSO algorithm.

C. IMPROVED ADABOOST.RT
Instead of the invariable ϕ in original AdaBoost.RT, a dynam-
ically modification strategy is proposed to change the value
of ϕ at every iteration. Given the sample set with m elements
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as (x1,y1), . . . , (xi,yi), . . . (xm,ym) ∈Rn
×R, in which xi ∈Rn is

the input and yi ∈R is the output. The concrete procedures of
original AdaBoost.RT are described as follows: (1) Identify
the weak learner, the maximum iteration times (weak learner
number) and the threshold ϕ ∈ (0, 1).

(2) Initialize the iteration number t = 1. Set each the
sample weight as Dt (i) =1/m. The error rate of sample set
is specified as εt = 0.

(3) Calculate the absolute relative error (ARE) for each
sample:

AREi =

∣∣∣∣ ft (xi)−yiyi

∣∣∣∣ (20)

where ft (xi) is the prediction of the input xi by the tth weak
learner.

(4) Calculate the error rate εt for the tth weak learner:

εt =
∑

Dt (i) , if AREi > ϕ (21)

(5) Set βt = εnt (n=1,2 or 3), update the weight distribution
for all sample data:

Dt+1(i) =
Dt (i)
Zt
×

{
βt , AREi ≤ ϕ,
1, otherwise.

(22)

where Zt =
∑

i Dt (i) is to ensure the Dt+1(i) conforms a
probability distribution.

(6) The final ensemble predictor for each sample can be
represented by:

f (xi) =
∑

t
log

(
1
βt

)
ft (xi)/

∑
t
log

(
1
βt

)
(23)

The error weight βt is a kind of measurement to evaluate
the confidence of each weak learner, the importance of the
tth weak learner in the final ensemble hypothesis is inverse
proportional to the change ofβt . Furthermore, the exponential
power n is used to emphasize the influence of error rate on the
weak learner.

The threshold ϕ plays a role of arbitrator, responsibility of
which is to evaluate the importance of each sample. A reason-
able choice of ϕ is significant to the performance of ensemble
selection in AdaBoost.RT. If ϕ is too low, the improvement
of AdaBoost.RT cannot be guaranteed for it is difficult to
generate enough correct sample in relative limited iteration
epochs. On the other side, if ϕ is too high, some outliers are
boosted repetitively and other sample data are neglected by
the iterative process at the mean time. Consequently, the over-
fitting of AdaBoost.RT is triggered. Therefore, a dynamically
modification strategy for ϕ during the modeling process is
definitely required. In the view point of industrial applica-
tion, quoted error (QE) is more comprehensive to illustrate
the measurement performance than ARE, which takes the
form as:

QEi =

∣∣∣∣ ft (xi)−yiyFS

∣∣∣∣ (24)

where ft (xi) is the prediction of the input xi by the tth weak
learner, yFS is the full scale of the output. The zero output or

FIGURE 2. Pseudo-code of the improved AdaBoost.RT algorithm.

output besides zero intuitively leads to a large ARE even pre-
diction accuracy is satisfied. To deal with this issue, the zero
output or output besides zero is replaced by a predefined
small number. A self-adaptive modification method of ϕ is
proposed in the improved AdaBoost.RT, which is described
as follows:
(1) Set the original threshold ϕ1 and the 2nd iteration
threshold ϕ2 = ϕ1,
(2) The ϕ remains unchanged on the premise that
max(|QEi(t)−QEi(t − 1)|) <σ , where σ is a relative small
value. Otherwise, ϕ is updated by:

ϕt+1 =

{
ϕt (1+ λ) , etMSE<e

t−1
MSE ,

ϕt (1− λ) , etMSE≥e
t−1
MSE .

(25)

where eMSE denotes themean square error with respect to QEi
is calculated by:

eMSE =
1
N

∑N

i=1

(
ft (xi)−yi
yFS

)2

(26)

the regulation parameter λ in terms of eMSE is given by:

λ =
1
2

∣∣∣(etMSE − et−1MSE )/e
t
MSE

∣∣∣ (27)

To achieve the goal of maintaining enough large size and
diversity of the sample, the threshold ϕ is adaptively regulated
by taking consideration of the difference of eMSE between two
continuous iteration.
(3) In order to maintain the validation of the variable ϕ at
every iteration, if ϕt+1 /∈ (min

i
QE i,max

i
QE i), a restric-

tion rule to keep the weak learner form the over-training or
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FIGURE 3. Ensemble AMPSO-SVR based on improved AdaBoost.RT.

under-training is given:

ϕt+1 = min
(
1
m

∑m

i=1
QE i, ϕ1

)
(28)

The pseudo codes of improved AdaBoost.RT are provided in
Figure 2.

III. ENSEMBLE AMPSO-SVR BASED ON
IMPROVED ADABOOST.RT
In this study, the presented optimization is applied to iden-
tify the optimal parameters set and even the support vectors
number of SVR. Furthermore, the 3-fold cross validation is
applied to prevent the SVR from over-fitting [37]. On the
other hand, the application of the 3-fold cross validation can
also efficiently evaluate the learning ability and generaliz-
ing performance of the SVR model. In the context of the
temperature compensation issue, the input vector is formed
by environmental temperature (T ) and measured output volt-
age (V ) while the output is the pressure value (P′) predicted
by the presented method. Firstly, the parameter set (C , γ , ε)
of SVR model is selected by the AMPSO and calibration
data ((T1, V1, P′1), · · · , (Tj, Vj, P

′
j), · · · , (Tm, Vm, P

′
m)). Then

the improved AdaBoost.RT, which including a dynamical
modification threshold strategy based on QE criterion, takes
the optimized SVR as the weak learner. The mathemati-
cal description of the presented temperature compensation
method can be given by substituting the trained SVR into
Eq. (23):

P′j =
∑

t
log

(
1
βt

)
[
∑mst

i=1

(
αti − α

∗t
i
)
K t [(Ti,Vi) ,(

Tj,Vj
)
]+ bt ]/

∑
t
log

(
1
βt

)
(29)

where the label t denotes the model parameters of the tth
weak learner, i.e. AMPSO-SVR.

Details of the ensemble AMPSO-SVR based on improved
AdaBoost.RT are exhibited in Figure 3.

IV. EXPERIMENT AND RESULT ANALYSIS
A. CALIBRATION EXPERIMENTS
A calibration experiment of a piezo-resistive pressure sensor
is conducted to evaluate the performance of the proposed
method. The measurement range of the pressure sensor is
from −40000 Pa to 40000 Pa, and working permission tem-
perature range is restricted in −20◦C ∼ 70◦C. The output
of the pressure sensor on the working condition is designed
from 1 V to 5V according to industrial requirement. The
pressure sensor assembled with gas hoses and electric wires
is mounted in a temperature chamber during the experiment,
as is shown in Figure 4. The standard input pressure is rep-
resented by P, furthermore, the ambient temperature and the
output of the piezo-resistive pressure sensor are denoted as
T and U . T and U are placed together to form the input of
the presented temperature compensation method, while the
output is the predict pressure value P′.
The calibration experiment contains five temperature

preservation processes at five different temperature levels
as −20◦C, 0◦C, 20◦C, 50◦C and 70◦C. Every temperature
preservation process lasts about 3 hours. The pressure is
sampled every other 5000 Pa from−40000 Pa to 40000 Pa in
every temperature preservation process. A total of 17∗5=85
input-output pairs form the experiment data, which is tab-
ulated in Table 1. The temperature effect of response char-
acteristic of the piezo-resistive pressure sensor can be seen
in Figure 3(a). It can be seen in Figure 5(a), the sensor’s
output varies notably along with the temperature variation.
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FIGURE 4. Temperature experiment system.

FIGURE 5. Temperature effect of the piezo-resistive pressure sensor’s
response characteristic.

Furthermore, the maximum value of all quoted errors (QE)
mentioned in Eq. (24) are depicted in Figure 5(b), which
reaches 4.27% with respect to the sensor’s output at the
benchmark temperature of 20◦C. The dramatic temperature

effect leads to nonlinear output charateristic of pressure sen-
sor, which forces sensor producers to develop an efficient
temperature compensation scheme.

B. ALGORITHM PARAMETERS SETTING
To test the validity of the proposed method, the pressure
prediction in a straightforward way by optimized SVR and
the presented ensemble AMPSO-SVR based on improved
AdaBoost.RT model are both investigated. In particular, six
optimization choices as cuckoo search (CS) [38], dragonfly
algorithm [39], multi-verse optimizer [40], the conventional
particle swarm optimization (PSO), particle swarm optimiza-
tion improved with Levy flight (Levy-PSO) [41] and the
proposed AMPSO are taken into consideration. The optimal
parameters selection of the SVR model is an unconstraint
optimization problem in essence, which may carry a practical
burden of time cost. In order to refine the parameters search-
ing process, the lower limitations of all the SVR parameters
(C , γ , ε) are defined as 2.2204×10−16. On the other hand,
the upper limitations of which can be calculated according
to related research conducted by Ortiz-Garcia et al. [42]
and Varewyck and Martens [43]. The details of parameters
setting for all the optimization algorithms are demonstrated
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TABLE 1. Calibration experiment data.

TABLE 2. Initial parameters of PSO for searching the optimal parameters of SVR.

in Table 2. The whole coding is implemented on MATLAB
platform (2018b) with the help of libsvm toolbox [44].

C. COMPENSATION RESULTS ANALYSIS AND DISCUSSION
Aim to verify the improvement effectiveness of the proposed
AMPSO, All calibration data thus is divided into training set
and testing set. The sample at temperature levels of −20◦C,
20◦C and 70◦C forms the training set and the rest experiment
data is taken as the testing set. The searching convergence
characteristic of all the investigated optimizations including
the best fitness and the average fitness of the population is
illustrated in Figure 6 and Figure 7. It can be inferred that
the searching ability of CS is somewhat inferior to other
algorithms but the average fitness of the population is main-
tain at a relative high level. The PSO is also suffer from a
premature problem as the CS as it shows in the best fitness
comparison with other methods even the average fitness of

PSO seems to get smaller as the iteration proceeding. DA and
MVO possess a relative decent searching ability than CS
and PSO. Furthermore, the convergence performance of DA
andMVO is betweenCS and PSO from the best fitness aspect.
Nonetheless, their performance in average fitness can be
deemed as lack of searching capability in the later stage of the
optimization. Both the proposed scheme and the Levy-PSO
demonstrate the ability to perform a more detail searching.
Moreover, the opposition-based learning not only provides
the proposed scheme an ideal beginning of iteration, but also
leads to a faster convergence speed than the Levy-PSO.

After training with the data collected from calibration
for 30 times, model parameters and averaged support vec-
tors (SV) number of the trained SVR are tabulated in Table 3.
As it can be seen from the statistical data in Table 3,
all the compensation methods except Levy-PSO-SVR and
AMPSO-SVR are captured by a local optimal since the value
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FIGURE 6. Best fitness obtained by each algorithm. (a)Best fitness obtained from the start to
50th generations; (b) best fitness obtained from 41st to 50th generations.

FIGURE 7. Average fitness obtained by each algorithm.

of epsilon (ε) does not change any more during the learning
period of the modeling. The parameter C is also called the
penalty factor that mainly accounts for the generalization
ability, the lower the value of which the better the general-
ization ability of the trained model. The presented method
has the lowest C value which means the model constructed
by it would be provided with the best generalization ability.

The parameter gamma (γ ) is defined as the width of the
kernel function which represents the sparseness of the kernel
function in the primal space. The smaller the value of gamma
is the more likely the kernel function acts as a local function
and devotes more approximation ability to the points around
the support vector. If the support vector really stands for
the key information about the model, the more intensity of
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TABLE 3. Hyper-parameters obtained by different methods.

TABLE 4. Compensation results of training set by different methods.

TABLE 5. Compensation results of testing set by different methods.

the effort draws on the support vector can help to reduce
the redundant support vectors without any loss in the model
generalization ability. So in this case the value of gamma
the smaller the better and the presented method can satis-
fied the requirement. The parameter epsilon is the width of
the hyper-plane in the mapped Reproduced Kernel Hilbert
Space (RKHS) which indicates the acceptance of the training
data into the ε-tube. Generally, the value of epsilon should
not be too large nor too small to tradeoff the number of the
support vectors and the generalization ability of the model.
From the he model simplicity viewpoint, support vector
number of the trained SVR should be as less as possible
without any the unsatisfied effect on the model generation
ability.

The quoted error described in Eq. (26) is employed as
validation criterion of compensation algorithm for pressure
sensor. With the evaluation of each compensation meth-
ods, a compensation result set consists of 85 averaged
compensated pressure value is obtained. Four performance
indices of the compensation result set as minimum (min),
maximum (max), mean (mean) and variance (var) of the
averaged quoted error are investigated to evaluate the perfor-
mance of different models, and the details are summarized
in Table 4 and Table 5. Even the performance of CS-SVR
is inferior to other conventional methods optimized SVR
(DA-SVR,MVO-SVR, PSO-SVR) in training set, the genera-
tion ability is not the worst as its mean quoted error is smaller
than DA-SVR and MVO-SVR. Taking into consideration of
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FIGURE 8. Temperature compensation error surface of testing set.
(a) Compensation results obtained by CS-SVR; (b) Compensation results
obtained by DA-SVR; (c) Compensation results obtained by MVO-SVR;
(d) Compensation results obtained by PSO-SVR; (e) Compensation results
obtained by Levy-PSO-SVR; (f)Compensation results obtained by
AMPSO-SVR; (g) Compensation results obtained by ensemble AMPSO-SVR
based on improved AdaBoost.RT.

the performance inmodeling, the DA-SVR is likely one of the
promising choices for the temperature compensation, but as
the error data in the testing set shows, the model constructed

by it may not describes the complicate relation between all
the variables thoroughly. The MVO-SVR and PSO-SVR also
confront the overfitting problem as same as DA-SVR, which
is the significant factor to limit the implementation of them in
this research. Obviously, remarkable improvement obtained
by Levy-PSO-SVR and the presented method are derived
from the introduction of Levy flight. Overall, the investigated
indices indicate that the AMPSO-SVR reaches a good bal-
ance among the training ability, the generalization ability,
the stability and the simplicity of the model.

The compensation performance and compensated relative
error surface of different methods are shown in (a) ∼ (g)
of Figure 8 respectively. It can be observed the maximum
and overall quoted error of the proposed model outperforms
the other six models. This result benefits from two aspects.
On one side, the inherent feature of the AdaBoost avoids the
bias between the constructed approximated model and actual
model. On the other side, the learning process of critical
sample is emphasized by the presented regulation strategy to
adapt the threshold ϕ dynamically.

V. CONCLUSION
A temperature compensation method for pressure sensor
in combination of AMPSO optimized SVR and improved
AdaBoost.RT is presented in this research. Since the perfor-
mance of SVR is sensitive to model parameters, a new adap-
tive mutation particle swarm optimization is proposed to train
the SVR. What is more, the convergence process of AMPSO
is accelerated by the opposition-based learning and Levy
flight. In order to overcome the overfitting problem of single
SVR model, an ensemble approach refers to AdaBoost.RT is
presented.With the help of dynamicallymodification strategy
of the threshold and quoted error criterion, the AdaBoost.RT
is more suitable for industrial evaluation and its performance
is improved.

To accomplish the process of learning the mapping rela-
tionship between input and output of the pressure sensor,
training data for SVR is acquired through a calibration exper-
iment. The presented AMPSO algorithm not only avoids
the local optimal model parameters, but also simplified the
architecture of SVR. The simulation result demonstrates the
proposed method outperforms other optimized SVRmethods
to a certain extent. Furthermore, the improved AdaBoost.RT
takes advantages from the chosen weak learner, i.e. SVR,
is superior to the single trained model. The randomness of the
relative error in full scale exhibits the certain effect of temper-
ature has been found by the presented strategy. According to
the analysis of the calibration experiment and the simulation
results, it proves the presented ensemble AMPSO-SVR based
on improved AdaBoost.RT is an efficient and practical tem-
perature compensation approach.
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