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ABSTRACT As a large heterogeneous information infrastructure, space terrestrial coinformation network
provides a reliable and effective services for all types of space-based users, aviation users, marine users
and land-based users through satellite networks. However, the precious computing and storage resources
of satellite nodes during the service life is not fully exploited, and the enormous potential of the space
information network (SIN) needs to be tapped to provide personalized services to end users. In this
paper, to improve the utilization of satellite node resources and better meet the real-time requirements
of compute-intensive and delay-sensitive users, we propose the SIN fog service. SIN fog service is an
extension of fog service paradigm. The visionary concept is to integrate the computing power of satellite
network edge nodes, enabling a wide range of benefits, including enhanced computing power, decreased
bandwidth, reduced latency and without the need to lay complex and expensive ground networks, which can
be widely developed in location navigation, environmental detection, trafficmanagement, anti-terrorism, etc.
We present the architecture and a potential use case of the SIN fog service. Then we discuss several related
key security and challenges and finally the anti-quantum and efficient mutual-authentication protocol is
introduced.

INDEX TERMS Space information network, fog service, architecture, security.

I. INTRODUCTION
Space information network (SIN) is a globally heteroge-
neous network that includes satellite backbones, high-altitude
platforms, aircraft, terrestrial control stations, and ground
communications equipment. With the rapid development
of satellite communication and computing power in recent
years, SIN has been able to provide a globally reliable
communication network for communication equipment via
satellite networks [1]. Currently, the delay from terres-
trial communication equipment to its visible Low earth
orbit (LEO) satellites can be reduced to 1 to 4 ms [2], which
can meet the user’s quality of service (QoS) requirement.
Compared with the traditional communication network, SIN
has the natural advantage and is not restricted by the region.
Even if the communication equipment is not connected to the
traditional mode of communication in the ocean, desert or
mountain areas, reliable communication can be established
through visible satellites. During the operation of the SIN,
the built-in computing and storage modules of satellites can
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provide users with navigation, ground observation and other
stability services. Although SIN can provide a wide variety
of services, the onboard computing and storage capabilities
are not fully utilized during operation, and there are still idle
resources to be exploited.

Currently, sensors and computing devices have been
widely used in terminal devices, it is estimated that more
than 20.8 billion smart devices will be available by 2020 [3].
The large-scale application of smart devices and sensors
leads to the generation of big data and complex computing,
and the additional requirements for storage and computing
power are caused by the limitations of their own devices.
Although the centralized cloud with unlimited computing and
storage capacity can meet the on-demand supply resources
of the device, it cannot meet the requirements for real-time
and resource mobility. Fog service is the extension of cloud
paradigm, which solves the above application requirements
by integrating the resources of the network edge nodes to
greatly reduce the delay.

In order to improve the utilization of satellite nodes
in SIN and to meet the needs of compute-intensive and
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delay-sensitive applications, we proposed SIN fog service.
In SIN fog service, the user is the smart device that applies
for the fog service through the satellite-ground link, and the
LEO satellite that provides the service will act as the server
of SIN fog service. The relative movement between satellites,
between satellites and users leads to complex task exchange
procedures and user access issues between fog nodes. To sim-
plify the complexity caused by relative movement, we intro-
duced the concept of logical regions and virtual nodes.

The reminder of this paper is organized as follows: The
motivation is presented in Section II, the SIN fog ser-
vice architecture and details of the proposed mechanism in
Section III, and a potential use case in Section IV. We present
the related work on security and challenges in Section V.
In Section VI, we introduce the anti-quantum and efficient
mutual-authentication protocol for SIN fog service. Finally,
we make some concluding in Section VII.

II. MOTIVATION
Our proposal on SIN fog service is motivated by the fog
service, global distribution of SIN and user-perceived delay.

A. FOG SERVICE
Cloud service solves the problem of insufficient comput-
ing and storage capacity of individuals or organizations
by centralizing high-performance computing devices and
storage units, and provides users with three levels of ser-
vices, namely Infrastructure-as-a-Service (IaaS), Platform-
as-a-Service (PaaS) and Software-as-a-Service (SaaS). The
cloud makes computing and storage resources have become
cheaper, more available than ever before [4]. However,
the cloud involves the following issues due to intrinsic
properties.

• The cloud is usually far away from the user.
• Need a stable and high-quality communication environ-
ment.

• Communication delay that cannot be ignored.
• Cannot ensure the security of intermediate nodes of the
transmission link.

• A large number of requests in a short period of time
can cause excessive capacity of the network link, which
cannot guarantee QoS, especially in near-cloud links.

Due to these shortcomings, the cloud cannot be effectively
utilized by users for security and real-time requirements.
The fog service was first introduced by Cisco to solve the
shortcomings of the cloud. From another perspective, the fog
service is an extension of the cloud. Distributed network edge
devices are integrated into a highly virtualized platform to
provide computing power to the user [5]. The edge device
is closer to the data generating node, and the data are lim-
ited to being processed locally while the latency is greatly
reduced. Fog service can significantly improve QoS, meet
real-time, secure and location-sensitive application require-
ments. At present fog service has been proposed in IoT [6],
Wearable devices [7], Smart Grid [5], Smart Home [8] and

VANET [9]. Although the fog service is still in its early stage,
it has proved to be an excellent solution to reduce network
load, resource decentralization and make full use of network
node resources in above application scenarios.

B. SPACE INFORMATION NETWORK
In recent years, China has launched a national key research
project on the development of SIN [10]. As an integrated
information infrastructure, SIN provides global coverage and
information support for various types of services. It has
been widely used in real life because of its communica-
tion advantages anytime and anywhere. As an important
part of SIN, satellites are distributed in different orbits to
support global wireless communications via inter-satellite
links and satellite-terrestrial links. In an extreme geographical
environment, the scope of the harsh geographical environ-
ment is large, and the communication environment complex,
it is uneconomical to build a traditional ground communi-
cation system only for a small number of users under this
region [11]. However, in sparsely populated areas, satellite
communications are a relatively inexpensive means of com-
munication compared with building a base station every few
kilometers on the ground but not affected by earthquakes and
floods. The global communication of device only needs to be
within the coverage of the communication satellite. There are
already several satellite communication networks supporting
global communication such as: Iridium [12], ISICOM [13]
and TSAT [14]. In addition, in the battlefield environment,
terrestrial communication facilities are easily destroyed by
adversaries, and satellite communications have more poten-
tial to support communication and provide services.

C. USER-PERCEIVED DELAY
We first try to consider the introduction of the cloud service
in SIN, but the cloud in SIN has the following challenges:

• Satellite network bandwidth is heavily overloaded.
• Satellite nodes cannot afford long-term big data for-
warding.

• The inherent properties of the cloud lead to the degrada-
tion of the performance and life-time of SIN.

In addition, latency is the most important for the user. In the
case of the cloud service in SIN, the communication latency
includes not only the transmission time between the end
user to the satellite, the time of multi-hop transmission to
the remote satellite but also the remote satellite to the cloud
server. However, in the case of the fog service in SIN,
the communication latency only includes the transmission
time between the end user to the satellite, and the satellite
to the adjacent satellites. When dealing with delay-sensitive
tasks, the fog service can meet the QoS more than the cloud
and greatly reduces the user-perceived delay. So we think the
fog service as an effective solution to replace the cloud in SIN
and proposed SIN fog service.

While satellite resources (eg, energy, service life) are
extremely scarce resources, it is worthwhile to pro-
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FIGURE 1. Architecture of SIN fog service.

vide much-needed computing, storage, and communication
services to military actions or key government officials,
especially for the user in an imperfect terrestrial infrastruc-
ture environment. In addition, each fog node can still act
as the local cloud within the signal coverage, providing
navigation, observation, and more services to local smart
devices.

III. SIN FOG SERVICE ARCHITECTURE: OVERVIEW
A. ARCHITECTURE
As shown in Fig. 1, the architecture of SIN fog service
includes a total of four types of entities: users, satellite nodes,
the cloud and terrestrial control stations.

1) USER
The user in the SIN fog service is the smart device with
sensors, computing, storage, and the ability to communicate
with satellites. The smart device does not remain stationary
in the SIN but mobile, which can be a slow-moving wearable
device or an airplane flying at high speed of 200 meters
per second. These devices continuously collect large amounts
of data through sensors and network connections during
operation. Non-latency-sensitive applications can be stored
locally or uploaded to the cloud regardless of time overhead,
and then analyze the data as the enough computing resources
are available. For latency-sensitive applications, the large
amounts of data need to be processed in real time to help
decision-making. For example, in the construction machinery
construction process, it is necessary to predict any possible
accidents in a short period of time, the aircraft needs to predict
the safety of the entire route and adjust the route in the flight
process, and the mid-air command center needs to process a
large amount of data for battlefield scheduling. Devices that
do not have complex computing and big data storage are the
primary users of SIN fog service.

2) SATELLITE NODE
SIN fog service treats satellite nodes as fog nodes, includ-
ing two types: Geostationary orbit (GEO) satellites and
LEO satellites. The LEO satellites periodically move around
the Earth, closer to the ground, have lower communication
delays, and use LEO satellites as an access for smart devices.
In the SIN fog service, the LEO satellite has three functions:
• Establish a connection with the smart device through the
satellite-ground link, and receive the computing tasks
submitted by the smart device.

• Establish a connection with the adjacent satellite node,
distribute the task to the adjacent satellite node and wait
to receive the return result.

• Compute the submitted task and return the result.
The LEO layer fog nodes are classified into access point and
idle neighbor node according to different functions.

The access point is the fog node that receives tasks of
smart device in its coverage area through satellite-ground
links. The idle neighbor node are the fog nodes with resid-
ual computing power connected to the nearby access point
via an inter-satellite links. When the access point cannot
complete the task of the smart device in a short time,
the task needs to be decomposed into multiple smaller tasks.
Then assign the small tasks to the idle neighbor node sepa-
rately. The task undertaken by the idle neighbor node may
also exceed the computing power. At this time, the idle
neighbor node will act as the new access point to further
divide the task and allocate it to the other idle neighbor
node.

GEO node is the satellite far from the ground, which
can cover a larger area, and is relatively static compared to
the ground. More importantly, GEO satellite has stronger
computing, communication and storage capacity than LEO
satellite. Each GEO satellite as the fog node manager in its
coverage area, assumes the following roles:
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• Be responsible for coordinating task scheduling in the
region.

• Monitor the LEO fog node in the management domain
for any abnormality, and remove the abnormal node
from the management area.

• When the LEO fog node breaks down, it coordinates
another redundant LEO satellite to take over the function
of the LEO fog node and the unfinished task.

• Report LEO fog nodes operation data to terrestrial con-
trol station.

3) THE CLOUD
The cloud has unlimited computing and storage capabilities.
As a higher-level computing center, the cloud reduces the
computational overhead of the SIN fog node. The task of non-
delay-sensitive applications, the calculation and storage capa-
bilities beyond the SIN fog layer can be handed over to the
cloud to optimize network performance, improve the through-
put and extend the life-time of SIN satellite nodes. The
cloud can use a more complex, accurate and time-consuming
algorithm to perform deeper analysis on the data received
by the user or the fog node, and optimize the entire space
information network from a holistic perspective.

4) TERRESTRIAL CONTROL STATION
Terrestrial control station has the ability to communicate with
GEO satellites and LEO satellites, and monitors the entire
space information network. It has the highest control level
and can send control commands to the satellite. Terrestrial
control station is not a single site but logically scattered on
the ground.

B. OVERVIEW FOG SERVICE PROCESS IN SPACE
INFORMATION NETWORK
As illustrated in Fig. 2, SIN fog service is divided into three
layers according to its computing power: data generation
layer, fog layer and cloud layer. The data generation layer
is composed of a variety of smart devices which are respon-
sible for collecting data through sensors and communication
networks. Some simple calculations can be processed on the
device itself. In case the device with finite computing and
storage capabilities demands to process large amounts of
data and complex calculations, it’s necessary to upload data
and computing tasks to the fog layer. The LEO fog node
analyzes and processes the data sent by the smart device, and
returns the result after the calculation is completed. When
the data volume exceeds the fog layer computing capability,
the data and computing tasks are submitted to the remote
cloud. According to the computing power of each layer of
equipment, the order should be: data generation layer < fog
layer < cloud layer.

C. VIRTUAL LOCATION
Before the smart device requests the fog service, it needs to
establish a continuous connection with the LEO fog node.
Since the LEO satellite moves at a high-speed relative to the

FIGURE 2. Space information network fog service three-layer structure.

FIGURE 3. Relative motion between satellite and smart device.

smart device, there are issues of access switching and task
delivery. As shown in Fig. 3, the smart device first establishes
connection with the satellite li, submits the computing task.
However, continuous movement of the satellite li at a relative
speed v causes the smart device to be disconnected because
it is not within the coverage of the satellite signal. In order to
continuously obtain fog service, smart devices will involve
access handoff, that is, re-access the next LEO fog node
lj whose signal covers the smart devices. But when the li
disconnects from the smart device, it still stores the data and
computing tasks of the smart device and soon receive the
computing and storage tasks of other smart devices in the
new service area. In the event of the satellite li cannot transfer
the computational and storage tasks to lj before disconnecting
from the smart device, during the periodic motion of satellite
li around the earth, it will cause the satellite li to contain
calculation and storage tasks of multiple regions, resulting
in the satellite li nodes overload, and even the whole SIN
fog service disorder. With thousands of LEO satellites in
SIN and a variety of end users, the relative mobility between
satellites and users can lead to complex, messy task delivery.
For this reason, the concept of virtual node is introduced,
which was originally proposed by [15] to construct satellite
network routing. In this paper, we introduce virtual nodes to
simplify the complexity of task delivery with the following
advantages:
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FIGURE 4. Virtual node.

• It facilitates the task management of fog nodes.
• Virtual node represents the calculation and storage tasks
of the fixed area.

• Shield the high-speed motion of LEO satellite nodes.
Assume that the surface of the earth is completely cov-

ered by the logical area and is represented by LR =

{lr1, lr2, . . . , lrm}, m is the number of logical regions. The
principle of logical area division is that when the satellite is
operating in a logical area, it has a stable communication link
with satellites in adjacent logical areas. As shown in Fig. 4,
the midpoint of the logical region lrk is the virtual node of
this region, which is represented by lrnk . The LEO satellite
li nearest to the lrnk represents the logical region lrk . Due
to mobility, LEO satellite li move between logical areas and
serve smart devices in their logical area. When the LEO satel-
lite li moves out of the logical area lrk , the unprocessed task
from the smart device is timely transmitted to the next satellite
lj representing the virtual node during the task handover time.
There are two situations in the satellite li delivery task:
• To the next satellite lj. The satellite li successfully estab-
lishes the connection with the next satellite lj represent-
ing the region and delivers the tasks to lj within the
allowed time. Finally, the tasks are completed by lj.

• To the GEO manager node. When the GEO manager
node detect the next satellite lj failure within the time
limit, and it is necessary to report the fault about lj to li.
li then will transmit the computing and storage tasks
to the GEO manager node which next act as the user’s
access node and as an intermediate node to transfer the
tasks to another redundant LEO satellite. After the task is
completed, the redundant LEO satellite sends the result
to GEO manager node, and finally returns to the user by
GEO manager node.

Using static virtual nodes to represent dynamic mobile
LEO satellites, can more intuitively observe the transfer of
tasks in fog service of space information network. If the
smart device does not leave the range of the logical area lrk ,
the smart device remains logically connected to the fixed
virtual node lrnk . The LEO satellite which representing the
virtual node lrnk contains all the data and computing tasks
in the logical region. In addition, the use of virtual nodes
has the advantage of saving satellite scarce resources. In the

FIGURE 5. Example application of SIN fog service.

satellite network without virtual nodes, due to the high-speed
relative motion between satellites, the communication link
is not always reliable. In order to ensure that the message
can reach the destination node, it is necessary to detect the
link reachability and evaluate the link quality before each
message is transmitted, which will increase the energy cost
of the communication satellite and reduce the service life of
the satellite. In satellite networks that introduce virtual nodes,
every LEO satellites have reliable communication links with
satellites in adjacent logical areas, and do not require extra
overhead for link diagnosis.

IV. A POTENTIAL USE CASE: A FOG-ASSISTED
FLIGHT SYSTEM
The flight system of the aircraft is to measure whether the
aircraft deviates from the route during flight, analyzes the
route and the safety hazard during the flight. For higher flight
reliability, safety and accuracy, these measurements must be
computed in real time or in small time slices. As shown
in Fig. 5, there are a wide variety of sensor devices on
the aircraft: altimetric sensor, position sensor, temperature
sensor, humidity sensor, power sensor, pressure sensor, and
so on, utilizing these sensors to obtain weather conditions,
latitude and longitude, GPS position and operating data of
the fuselage components. In a single flight, the engine sensor
generates more than 1 TB of data, while all other sensors
generate more massive amounts of data. It is of utmost impor-
tance to analyze some of the key data on the aircraft during
the flight.

For small computing, such as calculating whether the flight
path deviates from the predetermined route, the computing
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device on the aircraft can be used, and only the GPS posi-
tion information and the flight altitude need to be acquired
in real time and compared on the route. However, for a
safer flight, accurate weather forecasting of the route, safety
assessment of flight components needs precise computing
of a large amount of data, which cannot meet the real-time
requirement only depending on the computing power of the
aircraft. SIN fog service can be used to reduce the computing
and time overhead of the aircraft, and the data and com-
puting tasks are sent to LEO fog nodes serving the region
through satellite-ground links. By analyzing aircraft sensor
data, the LEO fog node predicts route weather, engine and
other component failure probabilities, alerts the aircraft that
is about to encounter bad weather or flight safety hazards, and
lets the aircraft land directly at the nearby airport. There are
usually multiple aircraft flying in the LEO fog node coverage
area. By integrating multiple aircraft data, the limitations
on single-source data can be broken, and a higher level of
range control can be achieved. LEO fog node can analyze
the weather conditions and safety hazards in a larger area.
When the aircraft on the route encounters or predicts that it
will face thunderstorms, the LEO fog node can also timely
adjust the flight trajectories of other aircraft in the LEO
coverage area. When the number of aircraft covered by LEO
fog node is small, the single LEO node can be processed by
its own computing and storage capabilities. However, when
the LEO satellite serves too many aircraft, the LEO satellite
will collect too many data and take on more computational
tasks. If the task is still computed by a single LEO fog
node, it will exceed the computation amount of the satellite,
increasing the power consumption and the time consuming of
the task. In order to solve real-time demand for the aircraft,
the LEO fog nodes form a fog group according to the link
quality and distance with adjacent LEO satellites. The LEO
fog node requesting other satellite assisted computing acts as
the access point, and the other LEO nodes of the fog group
act as the idle neighbor node. The tasks will be divided by the
access point and distributed to the idle neighbor node through
the inter-satellite link.

V. SECURITY AND CHALLENGE
Although in recent years, the technology of SIN has been the
focus of research, it still focuses on the usability research
of SIN, and the research on the security is often neglected.
In addition, the fog service is still in the early stage and the
security mechanism is not sound. Without considering the
mobility and geo-distribution of fog nodes, the cloud security
mechanisms are directly applied in fog service, which will
cause fog node crash and network congestion, and even lead
to new security issues. Even if there have been studies on
the security of fog services, such as: [16]–[19] etc., due to
the faster mobility, higher heterogeneity and global coverage
of SIN, these mechanisms still require a lot of experimen-
tation to verify the security, confidentiality, and reliability
in SIN fog service. In this section, we first discuss SIN
fog service places the requirements on the security baseline

TABLE 1. Threat model in sin fog service.

and some possible solutions to enhance security for physical
security, access authentication, secure communication, pri-
vacy preservation and non-repudiation. Next the challenges is
introduced. Finally, we propose an anti-quantum and efficient
mutual-authentication protocol between nodes for SIN fog
service.

Before discussing security requirements in detail, we still
need to give the threat model in SIN fog service. As shown
in table 1, SIN fog service defines threat models for four
types of entities: terrestrial control station, the cloud, satellite
fog node and end user. The terrestrial control station is a
trusted entity equipped with the highest level of deployment
defense mechanisms for detecting abnormal behaviors, and
any abnormal behavior can be detected and resisted. The
cloud and satellite fog nodes are assumed to be a semi-trusted
entity [16] that performs computing, storage, or communica-
tion tasks according to a pre-defined protocol, but is curious
about the privacy information in the data. Since the end user
is usually a smart device with weak computing power, it is
easy to be attacked by adversary, so the end user is considered
malicious. If the end user is compromised, the device will
perform unauthorized access to the fog node according to the
instructions of the adversary, and even obtain the fog node
service as a legitimate internal user.

A. PHYSICAL SECURITY
Physical security is mainly to protect satellite nodes, terres-
trial control stations and other facilities in SIN fog service
from signal jamming, eavesdropping and destruction [20].

Signal jamming is the artificial or natural electromagnetic
interference of a communication device while transmitting
data, and sometimes inevitably affects data transmission and
even damages to satellites, such as jamming between satel-
lite signals [21], sunspot outbreaks, etc. The anti-jamming
technology mainly processes the data, the data carrier and the
propagation mode to improve the signal-to-noise ratio of the
receiving end, so that the receiving end can correctly receive
the desired signal. At present, automatic gain control and
frequency hopping has been adopted an important means of
anti-jamming communication in the constellation of Milstar,
AEHF and VSAT satellites [22]. Besides, [23] proposed a
novel anti-jamming scheme by vector tracking loop and blind
beamformer which can improve the reliability of satellite
signal transmission and suppress interference. Reference [24]
uses a naive Bayesian classifier to classify signals and detect
jamming signals. The proposed algorithm can separate the
required signals with low overhead.

The satellite channel is open, and eavesdroppers may
be appearing in the satellite channel or terrestrial channel,
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increasing the risk of information transmission [25]. Refer-
ence [26] attempts to improve the secrecy rate by decode-and-
forward relay beams under multi-eavesdropper and imperfect
channel state information. Preventing physical layer eaves-
dropping can also mainly achieved by frequency hopping
spread spectrum, direct sequence spread spectrum, etc., but
with new attack technology continues to develop, these key
information protected by traditional technology has the pos-
sibility of being stolen.

Anti-destruction technology is the focus of research in
SIN. It refers when satellite nodes and communication links
fail or are attacked, they can continue to maintain network
functions through adaptive adjustment. Anti-destruction tech-
nology research mainly focuses on the satellite constellation
architecture and routing protocols. Reference [28] proposed a
design method of anti-destruction network architecture. The
method uses natural connectivity as an indicator to measure
the invulnerability of the satellite network and the optimized
network structure can be more reliable and robust than the
traditional network structure. References [29], [30] proposed
local repair routing protocols that restore network connectiv-
ity with as little network communication overhead and time as
possible after a satellite node fails, increasing the availability
of the network under frequent failures.

Satellite physical layer security issues can also occur in
satellite internal components, [31] describes the message
protocol vulnerabilities in the internal MIL-STD-15538 bus
system and the three existing attack approaches. There are a
large number of internal components in the satellite, and there
may also be security issues.

B. ACCESS AUTHENTICATION
Access authentication is the first step for users to obtain
services, which is not just the authentication of the user
identity by the fog node, but the mutual authentication of both
parties. The terrestrial control center is the trusted entity with
the highest control right in SIN fog service. It has the right
to grant access to other devices and to revoke the identity of
the entity when it detects an intrusion. Access authentication
is not only the authentication of legality, but also the entity’s
trusted level. Entities with higher levels of trust can obtain
fog services with higher priority and higher privileges.

The constant change of the relative position between the
satellite fog nodes causes the network to be re-established.
In the re-establishing process, neighbor satellites are authen-
ticated to prevent unauthorized satellites from accessing the
SIN fog service and launching internal user attacks. The
end user’s computing power is scarce, and the satellite fog
node needs to serve a whole area of the user, so the com-
putational overhead of the access authentication algorithm
needs to be limited. Similarly, in order to meet the real-time
needs of users, the number of interactions in authentication
process is necessary to reduced tomeet the low latency. Refer-
ences [32]–[34] proposed three authentication schemes based
on discrete logarithm, hash and XOR operation, bilinear pair-
ing respectively. Among them, [34] is the first anonymous and

roaming authentication for SIN. However, with the develop-
ment of quantum computing, these authentication protocols
have been proven to be compromised or the authentication
protocol does not meet security requirements. In addition,
considering that satellite fog services are often applied to
sensitive key users, it is necessary to adopt anti-quantum
authentication technology. At present, few scholars have
proposed anti-quantum authentication protocols for SIN.
The post-quantum cryptographic algorithm mainly relies on
multivariate-based, code-based, and lattice-based, and these
can be introduced into the authentication protocol to enhance
the security and the anti-quantumity of the protocol.

C. SECURE COMMUNICATION
The characteristics of satellite wireless transmission expose
the data and tasks transmitted between the end user and the
fog node in space, therefore, attention should be paid to the
protection of the data transmission process. Otherwise, any
device with satellite signal receiving module can eavesdrop
on the data. To protect the data security of end users and
fog nodes, the cryptographic mechanism is applied to end-
to-end data protection. The end user requests the service
from anywhere, it is impossible to have the same symmetric
key built in all the end users and the fog nodes to ensure
the confidentiality of the data. In addition, due to the large
number of end users, when a user is compromised, the entire
network key update is required, which seriously increases
the calculation and communication overhead of the network
in a short time. References [34], [35] uses an asymmetric
key to negotiate keys between nodes, and finally uses the
symmetric key to encrypt inter-node interactive data. When
communicating with a fixed node, only one key negotiation
is needed, which can reduce the computational overhead and
negotiation delay. However, in theory, one key at one time is
the safest way, and using only a fixed key during the commu-
nication life cycle reduces the confidentiality. Reference [36]
proposed a new one time key establishment protocol which
can be used for three-party communication. The protocol
only needs to exchange 4 times of information to negotiate
a shared key. After performance analysis, the communication
and computational cost of the protocol are reduced by about
20% compared to other protocols. In the SIN fog service,
the computing resources of the satellite nodes are scarce and
user-perceived delay should be as small as possible. This
lightweight security communication protocols can be applied
to the SIN to ensure more resources of the satellite to serve
the users.

Secure communication not only guarantees the confiden-
tiality of data but also protects data integrity. The end user
storage capacity is limited, and it is impossible to store all
the collected data for a long time. In order to ensure that
the data are effectively utilized, the data are forwarded to the
satellite fog node or the cloud. Once the data are transferred to
other entities, the end user loses control of the data and cannot
prevent other nodes from modifying the data. When the end
user needs data previously stored in the fog node or the cloud,
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it is difficult to verify the integrity of the downloaded data.
The fog service is in the early stage of research and there are
too few related studies, especially in the SIN environment.
So the data integrity verification scheme in the cloud ser-
vice can guide the data integrity research in the fog service
environment. In the semi-trusted cloud service, [37] pro-
posed a data integrity verification technology. The uploaded
files are processed by attribute encryption and a cloud-based
hash algorithm is used to generate a 512-bit hash values
for each file. Only authorized users can access the required
files by their own identity and hash value. Reference [38]
describes a data integrity protection mechanism that utilizes
crowdsourcing paradigm and does not require changes to the
cloud service system. Although these mechanisms have some
reference to the fog service, these mechanisms often do not
focus on the overhead and cannot be directly applied to SIN
fog service, there is still a need for a mechanism with less
storage overhead and computational overhead.

D. PRIVACY PRESERVATION
The data collected by the end user through the sensor are
the user-centered data, which can reveal where the user is,
where the user is going, which areas are frequently accessed,
and regular daily trajectories [39]. The semi-trusted fog node
and the cloud can estimate the important privacy informa-
tion of the user through the data uploaded by the terminal
user, such as: the user’s home address, preferences, religious
beliefs, physical conditions and social relations, etc. If these
sensitive-information is abused by semi-trusted or untrusted
nodes in SIN fog service, it can trigger a wide range of serious
social panic. The privacy preservation can be reflected in
the phases of authentication access and data analysis. In the
authentication access phase, in order to avoid the fog node
identifying the user, an anonymous authentication scheme
should be adopted, not only to authenticate the user’s legal
identity but also make the fog node unable to distinguish the
specific user [34]. In the data analysis phase, the satellite
node provides specific services through user-uploaded data.
However, the data uploaded by the user may contain private
information. If the sensitive data are not eliminated, the semi-
trusted fog node can use the statistical methods, machine
learning and othermethods tomine the existing sensitive data.
Introducing k-anonymity [40], l-diversity [41], and differen-
tial privacy [42] methods into the data-removal sensitivity
process can effectively protect user privacy. K-anonymity and
l-diversity need to define the background knowledge of the
adversary, while the differential privacy does not rely on the
background knowledge of the attacker but provides a rigorous
proof of privacy theory [43], which has more application
prospects in the SIN fog service.

E. NON-REPUDIATION
Non-repudiation requires that the trusted nodes have the
ability to identify and track node behavior by collecting
and analyzing data from end users and fog nodes. Even if
the user requests pseudo-name or anonymous authentication

when requesting SIN fog service for the purpose of privacy
protection, the highest-permission terrestrial control station
still has the ability to distinguish the specific identity of
the user. For non-repudiation, it is also required that entities
cannot deny what they have done and cannot acknowledge
things that have not been done. If the entity in the SIN fog
service is invaded to make destructive behavior, according
to the non-repudiation, the terrestrial control station can take
evidence and penalize the compromised nodes.

F. CHALLENGES
1) RESOURCE MANAGEMENT
In SIN fog service, the basic object of resource manage-
ment is the computing, storage, and communication mobile
resources that are carried on the satellite. However, due
to the high heterogeneity of SIN and the high mobility of
satellites, it poses a daunting challenge to network perfor-
mance improvement. Reference [44] proposed to achieve
an efficient multi-dimensional network resources and task
QoS requirements in SIN, three aspects considered. First,
the QoS requirements of the task need to be analyzed. Second,
resources need to be classified according to different tasks.
Finally, resources are allocated based on the QoS and type
of the task. In SIN fog service, it is necessary to consider
not only the above problems but also the mobile resources of
the end users and the resource management under conditions
of trusted and semi-trusted fog nodes, which will make the
resource management more complicated.

2) ROUTING ALGORITHM
Globally distributed satellite fog nodes establish commu-
nications over inter-satellite links, requiring a network
configuration that maintains high bandwidth levels, flexi-
bility and scalability. The SIN routing algorithm should be
able to establish and maintain network connectivity in two
situations. First, a single satellite leaves the satellite network
due to a fault or being compromised. Second, new satel-
lites were launched and joined the satellite network. The
routing algorithm of SIN should be able to calculate the
communication paths with low computation and communica-
tion overhead, and update the routing in real time according
to the network topology change. Many scholars in satellite
networks have proposed many classical routing algorithms
such as [45]–[47]. These routing algorithms can be applied to
traditional single-layer and multi-layer satellite networks, but
the computational and communication overhead is still high
for delay sensitivity and computationally intensive applica-
tion in SIN fog service.

3) COMMUNICATION TECHNOLOGY
One of the most fundamental issues in SIN fog service
is how to serve more users while maintaining an uninter-
rupted, seamless, high-throughput and continuous connection
of satellites. Besides, the satellite’s spaceborne energy is
limited, and communication energy consumption is another
crucial issue. At present, many scholars have improved the
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on-board communication technology fromMesh Reflectivity,
Optical [48], MIMO [49], Frequency Selective Surfaces [50]
and Mechanical Aspects [51]. These new technologies have
enabled satellite communications to achieve the highest pos-
sible quality of service while reducing energy consumption,
but there is still a need for future efforts to reduce costs and
large-scale production [52].

VI. ANTI-QUANTUM AND EFFICIENT
MUTUAL-AUTHENTICATION PROTOCOL
FOR SIN FOG SERVICE
In this section, we propose a lattice-based(RLWE)
post-quantum authentication protocol. The protocol can be
used not only for authentication between fog node and users
but also for authentication between fog nodes. In addition,
the proposed protocol meets the security requirements set
forth in the following subsection.

A. PRELIMINARIES
We briefly describe the mathematical problem used in the
security of the proposed protocol and then the security
requirements are presented in this subsection.

1) RING LEARNING WITH ERRORS (RLWE)
Let n = 2k and k ∈ Z. Z [x] and Zq [x] respectively denote
the rings of polynomials over Z and Zq, where q is an odd
prime number and q mod 2n = 1. Considering the two rings
R = Z [x] /(xn + 1) and Rq = Zq [x] /(xn + 1). For any
polynomial element y in R or Rq, denote it by its coefficient
vector in Zn and Znq, respectively. The discrete Gaussian
distribution over Rq is denoted by χβ , where β is a fixed
positive real. We refer to [53] for more description of RLWE
with the following lemmas.
Lemma 1: For any two elements a, b ∈ R, there have
‖a · b‖ ≤

√
n · ‖a‖ · ‖b‖ and ‖a · b‖∞ ≤

√
n · ‖a‖∞ · ‖b‖∞.

Lemma 2: Given any positive real β = ω(
√
log n),

the PrX←χβ [‖X‖ > β ·
√
n] ≤ 2−n+1.

Let Zq = {−
q−1
2 , . . . ,

q−1
2 } and the subset E =

{−b
q
4c, . . . , b

q
4c} as themiddle set ofZq, where the odd prime

q > 2. For any x ∈ Zq, the characteristic function Cha of the
set E complement is defined as:

Cha(x) =

{
0, x ∈ E
1, x /∈ E

(1)

The auxiliary modular functionMod2 : Zq×{0, 1} → {0, 1}
is defined as Mod2(v, b) = ((v + b · q−12 ) mod q) mod 2,
where v ∈ Zq and b = Cha(v), with the following lemma for
these two functions.
Lemma 3: Given an odd prime number q, two ring ele-

ments v, e ∈ Zq such that |e| < q
8 . Then, the equa-

tion Mod2(v, cha(v)) = Mod2(w, cha(v)) holds, where
w = v+ 2 · e.

The two functions Cha and Mod2 can also be extended to
the ringRq by applying coefficient-wise to ring elements and
can still follow the lemmas mentioned above [54].

Definition 1: Ring Learning with Errors (RLWE) Assump-
tion. Let Rq and χβ be defined as above. v, e are ran-
domly selected from Rq and χβ respectively. The RLWE
assumption states that it is hard for any PPT algorithm to
distinguish Rq × χβ from the uniform distribution on R2

q.
The hardness of the RLWE assumption can be reduced to
the Shortest Independent Vectors Problem (SIVP) over ideal
lattices [55].

2) SECURITY REQUIREMENTS
• Mutual authentication: Both parties involved in the
implementation of the authentication protocol should be
able to authenticate each other’s legal identity.

• Identity anonymity: The user’s true identity is private
information, and no information about the user’s identity
can be revealed during the authentication process.

• Key establishment: After both parties authenticate the
other party’s legal identity, they should negotiate a
shared key to protect the future communication.

B. THE PROPOSED PROTOCOL
In this subsection, we detailed present our protocol in
the order of initialization phase, registration phase and
authentication phase.

1) INITIALIZATION PHASE
In initialization phase, terrestrial control station follow-
ing steps to generates the master key pair and the public
parameters.

• Terrestrial control station chooses an odd prime number
q and an integer n, where n is a power of 2 and q mod
2n = 1.

• Terrestrial control station generates the discrete Gaus-
sian distribution χβ and a random ring element a, where
β is a fixed positive number and a ∈ Rq.

• Terrestrial control station randomly samples s, e ← χβ
and computes the master public key p = a · s + 2 · e,
where s is the master private key.

• Terrestrial control station chooses a security hash func-
tion h : {0, 1}∗→ {0, 1}k , where k is security parameter.
Then publishes the public parameters {q, n, χβ , a, p, h}.

2) REGISTRATION PHASE
In registration phase, terrestrial control station only registers
trusted users and SIN fog nodes. Users need to submit their
own true identity to the terrestrial control station as the SIN
fog node and additionally submit the identity of the SIN fog
node that needs to be accessed. For a clearer representation,
we simplify the system model with only one user ui and
two SIN fog nodes L1,L2. L1 and L2 are the neighbor fog
nodes and both are nodes that the user needs to establish
communication with. It is worth reminding that the messages
in this phase are transmitted in the secure channel.

• L1 randomly samples sL1 , eL1 ← χβ and computes the
master public key pL1 = a·sL1+2·eL1 and then sends the
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FIGURE 6. Authentication phase.

message {IDL1 , pL1} to terrestrial control station, where
IDL1 is the true identity of L1.

• L2 and ui do the same steps as L1 to generate their
own public-private key pairs, denoted by {sL2 , pL2}
and {sui , pui}, and then send the message {IDL2 , pL2}
and {IDui , pui , IDL1 , IDL2} to terrestrial control station,
respectively.

• Terrestrial control station computes TIDui = h(IDui , s),
and sends the message {TIDui , pL1 , pL2} to ui. For
L1 and L2, terrestrial control station sends the mes-
sage {TIDui , pui , IDL2 , pL2} and {TIDui , pui , IDL1 , pL1},
respectively.

3) AUTHENTICATION PHASE
As shown in Fig.6, the following steps take the mutual
authentication and negotiation key between ui and L1 as an
example, and the authentication method between L1 and L2
is the same.
• ui computes ki = pL1 · sui , wi = Cha(ki), σ i =

Mod2(ki,wi) and α1 = h(TIDui , IDLi ,wi, σ i, t1), where
t1 the is timestamp. Finally, ui sends the message
{TIDui , IDL1 ,wi, t1, α1} to L1.

• After L1 receiving the message, first check whether the
timestamp t1 within the time allowed range. If t1 is
out of the allowed range, L1 will reject the connection.
Otherwise L1 continues to compute k′i = pui · sL1 ,
σ ′i = Mod2(k′i,wi) and α

′

1 = h(TIDui , IDLi ,wi, σ
′
i, t1)

according to the protocol. Then verifies whether α′1 and
α1 are equal. If not equal, the user that sends the access
request is not a legitimate user of the system and L1
will reject the access request. Otherwise continues to
computes the shared key k = h(TIDui , IDLi , σ

′
i) and

α2 = h(TIDui , IDLi , k, t2), where t2 is the timestamp.
Finally, L1 sends the message {TIDui , IDL1 , t2, α2} to ui.

• After ui receiving the message, ui also needs to first
check if the timestamp t2 is within the time allowed.
Then computes k′ = h(TIDui , IDLi , σ i) and α′2 =
h(TIDui , IDLi , k

′, t2) and verifies α′2 and α2 are equal.
If equal, L1 communicating with ui is a legal node and
the shared key after negotiation is k′.

TABLE 2. Execution times of RLWE-related operations.

4) SECURITY ANALYSIS
• Mutual authentication: In the second step of the authen-
tication phase, L1 authenticates the legal identity of the
user ui by verifying α′1 = α1. Since L1 received the
temporary identity of the user ui and the public key
pui during the registration phase and only the user who
has public and private key pairs {pui , sui} can obtain the
same σ i with L1. No one can obtain the private key
sui only through public data unless RLWE assumption
is resolved in polynomial time. Similarly, in the third
step, by verifying whether α′2 = α2, it can be ver-
ified whether the peer is L1. In addition, since each
message contains the timestamp t and the message
hash-value α, the attacker’s replay attack and message
tampering attack can be easily detected.

• Identity anonymity: In the whole authentication pro-
cess, the user’s true identity IDui is replaced by the
temporary identity TIDui . The attacker can only obtain
the true identity of the user in two ways. The first is
to invade terrestrial control statin. However, terrestrial
control station as a trusted entity deploys the highest
level of defense system, which is difficult for attackers
to invade the terrestrial control station. Another way is
to perform the hash collision to get the true IDui through
the TIDui . Due to the unidirectional nature of the hash
function, it is also very difficult for the attacker to
implement.

• Key establishment: In the second and third steps of the
authentication agreement, user ui and L1 can indepen-
dently generate the shared keys k = h(TIDui , IDLi , σ i),
where σi is computed by both parties and avoids the
shared key being generated by a single entity.

5) PERFORMANCE ANALYSIS
Performance analysis mainly considers the computational
overhead in the authentication phase. To make it easier to
analyze the computational overhead, we use the following
notation to represent the average time overhead for different
operations. Tmul represent multiplication time inRq. TCha and
Th represent the time for Cha and hash values, respectively.
We quote the overhead time of these computation operations
in [56] and shown in table 2. It is worth reminding that
the computational overhead of Mod2 is small enough to be
ignored.

In the whole authentication process, the computing over-
head of the user is Tmul + TCha + 3 · Th = 591.46 ns
and the computing overhead of the satellite node is Tmul +
3 · Th = 42.58 ns. The computing overhead of the whole
authentication is only 634.04 ns, which can greatly meet the
security and low overhead requirements of SIN fog service.
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VII. CONCLUSION
In this article, we have proposed SIN fog service consider-
ing the global coverage of satellite network and advantages
of fog service. The key idea of SIN fog service is to turn
moving satellites with spare capacity into mobile fog nodes
to provide computing, storage and communication services
for users in satellite coverage areas. Then the architecture of
SIN fog service, a potential use case and the requirement of
security and challenge are elaborated. Finally, we proposed
an anti-quantum and efficient mutual-authentication proto-
col, which can be used for mutual authentication between
users and SIN nodes or mutual authentication between fog
nodes. For future research, we plan to develop the more
secure mechanisms that can provide access authentication,
secure transmission and privacy protection. Although there
are still challenges to be solved, we believe that SIN fog
service has a higher potential to play a more important role
in environments with inadequate ground communication and
computing power.
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