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ABSTRACT The overwhelming data rates in next generation wireless networks impose a burden on the
high-capacity network planning. One promising strategy to meet the demand for high-capacity communica-
tions is to augment radio frequency (RF) based multi-channel multi-radio (MCMR) wireless mesh network
(WMN) by free-space optics (FSO). In this paper, we construct a hybrid RF/FSOMCMRWMN topology and
address its resource allocation (RA) problem in terms of interface assignment, channel allocation, routing,
FSO link allocation, and topology control. Considering the weather effects on FSO link availability and
the fading nature of RF links, the RA problem is formulated as a two-stage optimization problem with the
objective of maximizing the network throughput. In our optimization model, we formulate each stage as a
mixed integer linear program, and the bottleneck RF links are gradually upgraded by FSO links. To avoid
the computational complexity of the second stage optimization, an improved iterated local search algorithm
is proposed. Simulation results show that our RA scheme is efficient and the throughput can be enhanced
dramatically by proper FSO link augmentation.

INDEX TERMS Resource allocation, multi-channel multi-radio, hybrid RF/FSO networks, wireless mesh
networks, mixed integer linear program.

I. INTRODUCTION
Wireless mesh network (WMN) has emerged to address the
last-mile Internet connectivity issue [1]. Multi-channel multi-
radio (MCMR) functionalities enhance network performance
and capacity in WMN [2], [3]. Due to the recent explo-
sive increases of pervasive wireless data applications and
mobile devices, MCMR WMNs are still subjected to perfor-
mance issues such as interference and throughput degradation
as network sizes increase [4]. Advanced WMN planning
that uses multiple wireless technologies with fewer interfer-
ence and bandwidth issues is a promising alternative [5].
Free-space optics (FSO) can be leveraged to appropriately
augment MCMRWMNs for its low interference, short setup
time, and high bandwidth [6], [7]. Despite the advantages,
unlike its radio frequency (RF) counterpart, FSO is sensi-
tive to the weather-dependent atmospheric phenomena such
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as turbulence, scattering, and absorbtion [8]. Therefore, some
researchers combine the advantages of RF and FSO technolo-
gies and design hybrid RF/FSO links in practice [9]–[11].
Encouraged by their designs, we construct a hybrid RF/FSO
MCMR WMN architecture and solve its resource allocation
(RA) problem.

For a given MCMR WMN topology, the expected
long-term traffic demands are fixed and aggregated in the
mesh routers (MRs) which serve as mesh gateways (MGs).
In RF-only MCMR WMN, congestion and interference may
lead to bottlenecks in some backbone links for the ever-
increasing traffic demands of mesh clients (MCs). This issue
can be solved by increasing the capacity of the bottleneck
links. FSO links can provide high bandwidth and are immune
to the interference of RF links. In this paper, we use FSO
transceivers to effectively augmentMCMRWMNby upgrad-
ing a few bottleneck RF links. In what follows, the term
upgrade means adding FSO transceivers at a neighboring
node pair. In Fig. 1, we illustrate a possible architecture of
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FIGURE 1. Illustration of a hybrid RF/FSO MCMR WMN.

the constructed hybrid RF/FSO MCMR WMN. As shown
in Fig. 1, MRs are stationary and form a wireless backbone.
Each MR is fitted with more than one network interface card
(NIC). The RF NICs operate on different frequency channels.
We assume that one of MGs can perform the optimization
procedure and RF links are used for signaling. Given the
physical topology of the hybrid RF/FSO MCMR WMN,
we address the RA problem in terms of interface assignment,
channel allocation, topology control, FSO link allocation, and
routing.

The RA problem has been studied in several previous
works on hybrid RF/FSO networks. The authors of [12]
propose an optimal transceiver reconfiguration and formulate
the rerouting problem of traffic flow as an integer linear
program (ILP) in hybrid RF/FSOWMNs. In [13], the authors
introduce a scheme for controlling the topology adaptively
to satisfy the specified quality of service (QoS) in hybrid
RF/FSO WMNs. The authors of [14] propose a hybrid
RF/FSO backhaul strategy to meet the reliability, connec-
tivity, and data rate constraints. In our previous work [15],
the joint power control, FSO link allocation, and transmis-
sion slot assignment problem is formulated as a mixed inte-
ger linear program (MILP) in hybrid RF/FSO WMNs. The
authors of [16] propose a joint channel allocation and rate
control scheme so as to maximize the throughput of the
hybrid RF/FSO vehicular ad-hoc network (VANET). In [17],
considering the reliability guarantees of hybrid RF/FSO sys-
tems, the authors introduce a joint link selection and power
control scheme to minimize power consumption. In the above
previous works [12]–[17], the authors only augment single-
channel single-radio WMNs with FSO links. However, high
interference, intense channel contention, and low network
throughput are still the major drawbacks. And the RA prob-
lem in the hybrid RF/FSO MCMR WMN is much more
challenging and has not been addressed.

Scheduling, routing, and FSO link allocation problems of
hybrid RF/FSO WMNs are studied in [6] and [18]. To maxi-
mize the network throughput, the authors of [6] augment RF
WMN with FSO links and formulate the RF link schedul-
ing and transceiver placement problems as an ILP. In [18],
the authors formulate the scheduling, routing, and FSO link

allocation as an MILP to enhance the network throughput.
There are some differences among [6], [18], and our problem
in this paper. First, the complexity is increased in this paper.
Their works only focus on solving the scheduling, routing,
and FSO link allocation problems for hybrid RF/FSOWMNs.
While we address the RA problem for hybrid RF/FSO
MCMR WMNs in this paper. Second, to efficiently utilize
network resource, we need more sophistication to jointly
optimize among the interface assignment, channel allocation,
topology control, FSO link allocation, and routing. Third, our
model formulation and proposed algorithm are different from
[6] and [18].

Some researchers focus on the routing and channel
assignment for MCMR WMNs. In [19], the authors use
multiple parallel connections to fully utilize the wireless
bandwidth and evaluate the performance through real-world
experiments. However, the channel assignment and routing
of MCMR WMNs are discussed separately, while the global
optimization is not investigated for joint channel assignment
and routing. To conduct and stimulate the future work on joint
channel allocation and routing in MCMR WMNs, the inter-
action between them is surveyed in [4]. In [20], the authors
formulate the joint problem in terms of routing, channel allo-
cation, interface assignment, and logical topology formation
as an MILP and use iterated local search (ILS) to solve it.
In [21], on-demand channel allocation is proposed and the
instantaneous routing demands are met. The authors of [22]
introduce an adaptive scheme for coordination and multi-
channel assignment in VANET. Nevertheless, congestion and
interference create bottlenecks in RF-only MCMR WMNs
for the overwhelming date rates in next generation wireless
networks.

In this paper, with the goal of alleviating potential
congestion and interference, MCMR WMN is upgraded by
expanding the bottleneck links with FSO links. Given the
physical topology and other constraints of the hybrid RF/FSO
MCMR WMN, we address the joint RA problem in terms
of routing, topology control, channel allocation, FSO link
allocation, and interface assignment. In order to serve more
MCs, we devote to maximizing the network throughput for
a given number of FSO links. Due to the consideration of
deployment cost, we seek to provide the network administra-
tors a theoretical reference to determine the tradeoff between
the throughput enhancement and the cost of installing FSO
links. The main contributions are summarized as follows:
• We construct a hybrid RF/FSO MCMRWMN topology
and tackle its RA problem in terms of interface assign-
ment, channel allocation, routing, FSO link allocation,
and topology control. We augment MCMR WMN with
FSO links by gradually upgrading the bottleneck RF
links with FSO links. To achieve the optimal RA,
we conduct a topology configuration, which determines
the optimal routing and FSO link placement schemes
and meets specified delay QoS, available NIC, and
RF channel requirements, all while maximizing the
throughput of the hybrid RF/FSO MCMRWMN.
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• We jointly formulate the RA problem as a two-stage
optimization problem, where each stage is an MILP.
In the first stage, we search the bottleneck RF logical
links and obtain the initial values for the second stage.
In the second stage, we gradually upgrade the bottleneck
links with FSO links and solve the RA problem. Our
model formulation incorporates the fading nature of RF
links and the availability of FSO links under various
weather conditions, which is more realistic.

• A high-efficiency and low-complexity algorithm is pro-
posed to solve the two-stage optimization problem, and
various simulation results show that our model formu-
lation determines reasonable RA. We obtain the exact
initial values by solving the first stage optimization
with the efficient commercial software Gurobi, which
is appropriate to the alterations of traffic demands.
To reduce the computational complexity of the second
stage optimization, an improved iterated local search
algorithm (IILSA) is proposed. We use ILS and branch-
and-cut algorithms to provide baselines for comparisons
and show the efficiency of our IILSA. The results of
this paper provide insights for the network planning of
hybrid RF/FSO MCMRWMNs.

The paper is structured as follows. The underlying network
model is described in Section II. In Section III, we for-
mulate RA in terms of routing, topology control, channel
allocation, FSO link allocation, and interface assignment
as a two-stage optimization. We propose a low-complexity
IILSA to solve our two-stage optimization in Section IV.
In Section V, the two-stage optimization is addressed via
IILSA and Gurobi, and numerical simulation results are pro-
vided. Finally, conclusions are drawn and future trajectory of
our research effort is presented in Section VI.

II. NETWORK MODEL
In this section, we present the underlying network models for
hybrid RF/FSO MCMRWMNs, the RF link availability, and
the FSO link availability under various weather conditions.

A. PHYSICAL MODEL AND RF LINK AVAILABILITY
We model the overall network as a directed graph
G = (N, L), where N denotes the vertex (i.e., the node) set
and L represents the feasible link set of the hybrid RF/FSO
MCMR WMN. Let lmn ∈ L denotes the directed link from
nodes m ∈ N to n ∈ N , and the connectivity is assumed to
be symmetric, that is, link lmn ∈ L if and only if lnm ∈ L.
We assume that each node can be fitted with omnidirectional
RF transceivers and directional FSO transceivers. A link is
feasible, i.e., lRFmn ∈ L, when the signal-to-noise ratio (SNR)
meets [23]:

SNRmn =
GmnPm
N0

≥ φ, (1)

where Gmn is the channel gain between nodes m and n, Pm
is the transmission power of node m, N0 is the noise power
spectral density of the receiver, and φ identifies the SNR

threshold. We assume that N0 is fixed and the same for all
nodes.Gmn = (dmn/d0)−η, where dmn is the distance between
nodes m and n, η represents the path loss exponent, and d0 is
the close-in reference distance.

When there is interference, links can transmit successfully
and simultaneously if their signal-to-interference-plus-noise
ratios (SINRs) meet [24]:

SINRmn =
GmnPm

N0 +
∑

k:k 6=m GknPk
≥ φ. (2)

The availability of the link lRFmn is denoted as πRFmn , in
Nakagami fading, it can be derived as [25]:

πRFmn = e−β0z
Um−1∑
u=0

(β0z)u
u∑

g=0

z−gHg(9)
(u− g)!

, (3)

where

9k = (β0
�k

Uk
+ 1)−1, k ∈ N ( k 6= m, n), (4)

Hg(9) =
∑
vk≥0∑N−2
k=0 vk=g

N−2∏
k=1

Bvk (9k ), (5)

Bv(9k ) =

{
1− χk (1−9

Uk
k ), v = 0,

χk1(v+Uk )
v!1(Uk )

(�kUk )
v9

Uk+v
k , v > 0,

(6)

where Uk is the Nakagami parameter of node k , χk is
the activity probability of node k , z = 1−1, 1 =

(d0)ηPm/N0 is SNRmn when dmn is the unit distance, and
v ∈ {0, . . . ,Um − 1}. β0 = φUm/�m, where �m is the
normalized received power due to the transmitter of node m
and derived as [25]:

�k =

{
10ζk/10d−ηkn , k = m,
aPk
WPm

10ζk/10d−ηkn , k ∈ N , k 6= m, n,
(7)

where a is the chip factor, W is the spreading factor or
processing gain, and ζk is the shadowing factor of node k .

B. FSO LINK AVAILABILITY
In this paper, we assume that the optical wave propagates
through the log-normal turbulence channel with additive
white Gaussian noise (AWGN) under various weather con-
ditions. The FSO channel uses intensity modulation/direct
detection (IM/DD)with on-off keying (OOK) [26].Wemodel
the received electrical signal as y = Rhx + n0, where R
is the photodetector responsivity, x is the modulated OOK
symbol that takes values 0 or 2P1 equally likely, P1 is
the average optical transmission power, h is the irradiance
of FSO channel, and n0 is zero-mean AWGN with vari-
ance σ 2

n0 [27]. We assume that there is an active tracking
mechanism to eliminate the misalignment fading (i.e., point-
ing error) effects [28]. Accordingly, h can be expressed as
h = hahp, where hp is the turbulence-induced fading and
ha is the path loss [29]. The path loss can be derived as

ha =
[
erf

(√
A
/
(θdmn)

)]2
e−αdmn , where erf (·) is the
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error function, θ denotes the beam divergence angle, α is
the weather-dependent attenuation factor, and A = πr2/4
represents the receiver aperture area with diameter r [30].

Under foggy or clear weather conditions, the attenua-
tion per unit length is derived by Kim’s model as α =
(3.91/V )(λ1/λ0)−q, where λ1 is the optical wavelength, V
is the visibility range, q is a constant determined by the
scattering particle distribution, and λ0 = 550 nm denotes the
reference wavelength [31]. For rainy weather, the attenuation
per unit length is derived as α = 1.07600.67 according to the
rainfall rate 0 [32].

We define the instantaneous electrical SNR of the FSO link
as γ = γ1h2p, where γ1 = R2h2aP

2
1/σ

2
n0 represents the average

SNR. We define the outage probability as the probability that
SNR drops below a threshold γth and it can be derived as [31]:

PFSOout,mn (dmn)=Q

(
ln (ha (dmn)P1/Pth1)−σ 2

I (dmn)/2
σI (dmn)

)
, (8)

where Q (x) = 1
√
2π

∫
∞

x e−t
2/2dt represents the Gaussian

Q-function and Pth1
1
=

√
γthσ 2

n0

/
R2 denotes the transmission

power threshold [31]. In (8), σ 2
I is the scintillation index for

the aperture-averaged spherical wave and defined as [33]:

σ 2
I = exp

 0.49σ 2
1(

1+ 0.18r21 + 0.56σ 12/5
1

)7/6
+

0.51σ 2
1

(
1+ 0.69σ 12/5

1

)−5/6
1+ 0.90r21 + 0.62r21σ

12/5
1

− 1, (9)

where σ 2
1 is the Rytov variance, k1 = 2π/λ1 is the

optical wave number, and r1 =
√
k1r2

/
4dmn. σ 2

1 =

0.492C2
n k

7/6
1 d11/6mn , where C2

n represents the atmospheric
refractive index structure constant. We assume that C2

n takes
values according to the atmospheric turbulence conditions
(e.g., clear air, moderate fog, moderate rain, etc.).We can note
that the outage probability is distance-dependent. We define
the FSO link availability πFSOmn as the probability that an FSO
link transmits successfully, thus it can be obtained as:

πFSOmn = Pr (γ ≥ γth) , (10)

that is, πFSOmn = 1− PFSOout,mn.

III. RESOURCE ALLOCATION PROBLEM
In this section, with a goal of maximizing the network
throughput, we jointly formulate the RA problem in terms of
routing, topology control, channel allocation, FSO link allo-
cation, and interface assignment as a two-stage optimization
problem, while guaranteeing fairness to all traffic demands
and satisfying the delay specification. Because of the high
cost of FSO components compared to RF components [34],
the results of our model formulation can be used for network
administrators to determine the tradeoff between the through-
put enhancement and the cost of installing FSO links.

A. PROBLEM DEFINITION
Generally, a limited number of RF NICs is available in
MCMR WMNs, which implies that an RF NIC may be
required to share by some logical links in an MR to receive
and transmit data packets. In other words, the logical links
in an MR need to operate on the identical RF channel. The
logical links in an MR cannot be active simultaneously when
they share one RF NIC, which reduces their actual capacity
significantly. To avoid the congestion in some links leading
to bottlenecks, higher capacity of backbone links are needed
as the traffic demands of MCs increase. We can enhance
the backbone link capacity by augmenting the bottleneck RF
links with FSO links. In practice, an existing RF network can
be upgraded by installing FSO links, for FSO and RF links
do not interfere with each other. Given the physical topology
of the RF network and expected long-term traffic demands,
we study the throughput optimization achieved by installing
FSO links in MCMR WMNs, while guaranteeing fairness to
the given traffic demands and satisfying the end-to-end delay
requirement. Furthermore, we address the RA problem in
terms of five important issues in the hybrid RF/FSO MCMR
WMNs: interface assignment, channel allocation, routing,
FSO link allocation, and topology control. Our objective is
to maximize the throughput of the hybrid RF/FSO MCMR
WMNs by proper RA. The objectives and constraints are
formulated as a two-stage optimization:
Stage 1: The optimized minimum normalized flow over all

source-destination pairs and the bottleneck RF logical links
across the network are found. In addition, the sets of logical
links that can satisfy the interface and channel constraints are
obtained.
Stage 2: Based on the solutions obtained from the first

stage, the bottleneck RF links are gradually upgraded with
FSO links. In the constructed hybrid RF/FSO MCMR
WMNs, with the objective of improving the minimum nor-
malized flow over all source-destination pairs, the RA prob-
lem in terms of routing, topology control, channel allocation,
FSO link allocation, and interface assignment is solved.

The tuning of RF and FSO transceivers can be done in less
than 1 ns, that is, the switching delay caused by tuning is
negligible [12], so the switching procedure is not detailed
in this paper. We consider the data can be buffered if the
channel fading happens and transmitted once the link recov-
ers. The details of such buffer and retransmission schemes
are outside the scope of this paper. We assume that the
expected long-term traffic demands of the network are sel-
dom changed. In other words, the traffic demands are change-
less within a time period, which is long enough to obtain
the optimal solutions of our optimization problem. Network
operates on these optimized solutions until the changes of
traffic demands.

B. PROBLEM FORMULATION
Based on the above definition, we detail the two-stage
optimization which is used to solve our RA problem in this
subsection.
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1) FLOW CONSERVATION CONSTRAINTS
In a network, flows cannot be terminated or generated on
any nodes except for destination nodes and source nodes,
we require ∀m, n, v ∈ N and ∀ω ∈ SD:

∑
lvn∈L

C∑
i=1

λωvn,i −
∑
lmv∈L

C∑
i=1

λωmv,i =


fω, v = s,
−fω, v = d,
0, otherwise,

(11)

where ω is the source-destination pair, s and d denote the
source and destination of ω respectively, C denotes the num-
ber of available RF channels, fω denotes the actual traffic flow
of ω, SD is the set of traffic demand connections, and finally,
λωvn,i denotes the portion of traffic from connection ω which
is carried by the feasible link lvn over the ith RF channel.
For the second stage where the bottleneck RF links are

upgraded by installing FSO links, the flow conservation con-
straint can be defined as ∀m, n, v ∈ N and ∀ω ∈ SD:∑
lvn∈L

C∑
i=1

λωvn,i+
∑
lvn∈L

λωvn,FSO−
∑
lmv∈L

C∑
i=1

λωmv,i−
∑
lmv∈L

λωmv,FSO

=


fω, v = s,
−fω, v = d,
0, otherwise,

(12)

where λωvn,FSO is the portion of traffic from connection ω
carried by the logical link lFSOvn .

2) ROUTING CONSTRAINTS
In order to avoid the disorder of the data packets belong to
the identical flow, which is caused by forwarding the pack-
ets on parallel logical links between the neighboring nodes,
we require ∀m, n ∈ N , lmn ∈ L,∀ω ∈ SD:

C∑
i=1

Yωmn,i ≤ 1, (13)

where Yωmn,i is an indicator variable of routing, and Y
ω
mn,i = 1

if λωmn,i > 0, otherwise Yωmn,i = 0. If the bottleneck RF links
are upgraded with FSO links, to avoid the above-mentioned
disorder and the incompatibility of RF and FSO link data
rates, we require that ∀m, n ∈ N , lmn ∈ L,∀ω ∈ SD:

C∑
i=1

Yωmn,i + Y
ω
mn,FSO ≤ 1, (14)

where Yωmn,FSO is another indicator variable of routing, and
Yωmn,FSO = 1 if λωmn,FSO > 0, otherwise Yωmn,FSO = 0.
For a fraction of time, only the RF logical links which do

not interfere with each other can be active. To ensure that the
logical link cannot transmit successfully and simultaneously
with the potential interfering links, we require that ∀m, n ∈
N , lmn ∈ L,∀i = 1, . . . ,C :

cimn
cRFπRFmn

+

∑
j,h∈N ,
ljh∈Emn

cijh
cRFπRFjh

≤ 1, (15)

where cimn ≥ 0 is the actual capacity of the logical link lRFmn ,
cRF is the nominal link rate of RF link, Emn is the set of links
which interfere with lRFmn potentially, and cimn/(c

RFπRFmn ) is the
fraction of time that the logical link lRFmn is active.

3) FSO LINK ALLOCATION CONSTRAINTS
In order to define the FSO links which are used to gradually
upgrade the bottleneck RF links, we require:

DFSOmn =


1, min

m,n∈N ,lmn∈L,
i∈{1,...,C},
ximn=1

(
cimn −

∑
ω

λωmn,i

)
,

0, otherwise,

(16)

where DFSOmn and x imn are the indicator variables of the FSO
link and channel allocation, respectively. DFSOmn = 1 if there
is an FSO link from m to n, otherwise DFSOmn = 0. x imn = 1
if node m communicates with n using the ith RF channel in
the logical topology, otherwise x imn = 0. Note that DFSOmn = 1
corresponds to the bottleneck RF logical link, that is, the most
congested RF logical link from node m to node n is upgraded
by installing FSO logical link from m to n.

The commercial FSO units support full-duplex
communications [35], thus we have ∀m, n ∈ N , lmn ∈ L:

DFSOnm = DFSOmn . (17)

To limit the total number of FSO upgrades, we require that
∀m, n ∈ N , lmn ∈ L:

1
2

∑
m,n∈N ,
lmn∈L

DFSOmn = M , (18)

whereM is the total number of FSO upgrades to be installed.

4) CHANNEL ALLOCATION, INTERFACE ASSIGNMENT,
AND LOGICAL TOPOLOGY CONSTRAINTS
In the logical topology, each neighboring node pair should
be assigned the identical frequency channel to communicate
with each other, we require ∀m, n ∈ N , lmn ∈ L,∀i =
1, . . . ,C :

x imn = x inm. (19)

The total number of RF channels used to establish logical
topology is less than or equal to the total number of RF NICs,
for each RF NIC operates on the distinct channel. To ensure
this, we require that ∀m ∈ N :

C∑
i=1

yim ≤ I , (20)

where I is the number of available RF NICs and yim is an indi-
cator variable of node channel allocation. For ∀i = 1, . . . ,C
and ∀m ∈ N , yim = 1 if n ∈ N , lmn ∈ L, and x imn =
1. According to the definitions of the indicator variables,
we have that ∀m, n ∈ N , lmn ∈ L,∀i = 1, . . . ,C :

x imn ≤ yim, (21)

yim ≤
∑

n∈N ,lmn∈L

x imn. (22)
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5) CAPACITY CONSTRAINTS
For the actual capacity and the nominal link rate of an RF
logical link, we have ∀m, n ∈ N , lmn ∈ L,∀i = 1, . . . ,C :

cimn ≤ x
i
mnc

RFπRFmn . (23)

In order to ensure that the aggregated traffic of lRFmn is less
than or equal to the actual capacity, we require ∀m, n ∈ N ,
lmn ∈ L,∀i = 1, . . . ,C :∑

ω∈SD

λωmn,i ≤ c
i
mn. (24)

In the second stage optimization, for the condition that the
bottleneck RF logical links are upgraded with FSO links,
to ensure that the aggregated traffic passing through the
FSO logical link does not exceed the available link capacity,
we require that ∀m, n ∈ N , lmn ∈ L:∑

ω∈SD

λωmn,FSO ≤ D
FSO
mn cFSOπFSOmn , (25)

where cFSO is the FSO link capacity.

6) DELAY QoS CONSTRAINTS
In order to ensure that the hop count along the assigned route
satisfies the delay requirement, we have ∀ω ∈ SD:∑

m,n∈N ,lmn∈L

C∑
i=1

Yωmn,i ≤ ξh
ω
G, (26)

where hωG is the hop count of the min-hop path for the
connection ω in the physical topology graph G, and ξ ≥ 1
denotes a tunable parameter. We note that ξ sets an upper
bound on routing stretch factor

∑
m,n∈N ,
lmn∈L

∑C
i=1 Y

ω
mn,i/h

ω
G. For

the second stage that the FSO links are used as the link
upgrades, we require that ∀ω ∈ SD:∑

m,n∈N ,
lmn∈L

C∑
i=1

Yωmn,i +
∑
m,n∈N ,
lmn∈L

Yωmn,FSO ≤ ξh
ω
G. (27)

7) OBJECTIVE FUNCTION AND FAIRNESS CONSTRAINT
We take advantage of the weighted fairness concept
to guarantee the network fairness, we require ∀ω ∈ SD:

dω × F ≤ fω, (28)

where dω is the given traffic demand of ω, and F is
the minimum normalized flow over all ω. The objective
of maximizing the network throughput while guaranteeing
fairness to all traffic demands can then be achieved by
maximizing F .

C. TWO-STAGE OPTIMIZATION
We now summarize our two-stage optimization. Please refer
to Table 1 for notations. Given the RF physical topology G=
(N, L) and the parameters cRF , cFSO, Emn, ξ , hωG, M , ω, dω,
C , I , the two-stage optimization is formulated as an MILP in
each stage as follows:

TABLE 1. Symbol description.

• The first stage:

maximize
λ,x,y,Y ,c,f ,F

F

subject to

C1 :
∑
lvn∈L

C∑
i=1

λωvn,i −
∑
lmv∈L

C∑
i=1

λωmv,i

=


fω, v = s,
−fω, v = d,
0, otherwise,

∀m, n, v ∈ N , ∀ω ∈ SD,

C2 :
C∑
i=1

Yωmn,i ≤ 1, ∀m, n ∈ N , lmn ∈ L, ∀ω ∈ SD,

C3 :
∑

m,n∈N ,lmn∈L

C∑
i=1

Yωmn,i ≤ ξh
ω
G, ∀ω ∈ SD,

C4 :
C∑
i=1

yim ≤ I , ∀m ∈ N ,

C5 : x imn = x inm, ∀m, n ∈ N , lmn ∈ L, ∀i = 1, . . . ,C,

C6 : x imn ≤ y
i
m, ∀m, n ∈ N , lmn ∈ L, ∀i = 1, . . . ,C,

C7 : yim ≤
∑

n∈N , lmn∈L

x imn,
∀m, n ∈ N , lmn ∈ L,

∀i = 1, . . . ,C,

C8 : cimn ≤ x
i
mnc

RFπRFmn ,
∀m, n ∈ N , lmn ∈ L,

∀i = 1, . . . ,C,

C9 :
cimn

cRFπRFmn
+

∑
j,h∈N ,
ljh∈Emn

cijh
cRFπRFjh

≤1,
∀m, n ∈ N , lmn ∈ L,

∀i = 1, . . . ,C,
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C10 :
∑
ω∈SD

λωmn,i ≤ c
i
mn,

∀m, n ∈ N , lmn ∈ L,

∀i = 1, . . . ,C,

C11 : dω × F ≤ fω, ∀ω ∈ SD. (29)

• The second stage:
With the solutions obtained by solving the above optimiza-

tion problem (29), the bottleneck RF links are obtained, then
we gradually upgrade the bottleneck RF links with FSO links
and formulate the RA problem as (30):

maximize
λ,x,y,Y ,c,D,f ,F

F

subject to

C4 ∼ C11

C12 : DFSOmn =


1, min

m,n∈N ,lmn∈L,
i∈{1,...,C},
ximn=1

(
cimn −

∑
ω

λωmn,i

)
,

0, otherwise,

C13 : DFSOnm = DFSOmn , ∀m, n ∈ N , lmn ∈ L,

C14 :
∑
lvn∈L

C∑
i=1

λωvn,i +
∑
lvn∈L

λωvn,FSO −
∑
lmv∈L

C∑
i=1

λωmv,i

−

∑
lmv∈L

λωmv,FSO =


fω, v = s,

−fω, v = d,
∀m, n, v ∈ N ,
∀ω ∈ SD

0, otherwise,

C15 :
C∑
i=1

Yωmn,i + Y
ω
mn,FSO ≤ 1,

∀m, n ∈ N , lmn ∈ L,
∀ω ∈ SD,

C16 :
∑
m,n∈N ,
lmn∈L

C∑
i=1

Yωmn,i+
∑
m,n∈N ,
lmn∈L

Yωmn,FSO ≤ ξh
ω
G, ∀ω ∈ SD,

C17 :
1
2

∑
m,n∈N ,
lmn∈L

DFSOmn = M ,

C18 :
∑
ω∈SD

λωmn,FSO≤D
FSO
mn cFSOπFSOmn , ∀m, n∈N , lmn∈L.

(30)

Let the cardinalities of sets N, L, and ω are repre-
sented by |N |, |L|, and |ω| respectively. The first stage has
(|L|C + 1)(|ω| + 1) real variables, |L|(|ω| + 1)C + |N |C
integer variables, |L|(|ω|+4C)+2|ω|+ |N |(C+1) inequal-
ity constraints, and |N ||ω| + 0.5|L|C equality constraints.
The second stage has |L|(C|ω| + |ω| + C) + |ω| + 1 real
variables, |L|(C +C|ω| + |ω| + 1)+ |N |C integer variables,
|L|(4C + |ω| + 1)+ |N |C + 2|ω| inequality constraints, and
|L|(0.5C + 1.5)+ |N ||ω| + 1 equality constraints.

The values of decision variables F, f , c, x, y,Y , λ,D pro-
vide the solution to the problem of how one can attain the
maximum network throughput by proper RA, that is, channel
allocation, interface assignment, topology control, routing,
and FSO link allocation. The two-stage optimization problem
is non-convex. The complexity of MILP is dependent on the

numbers of constraints and variables and not polynomial in
the numbers. In the following, to avoid the complexity of our
model formulation, we propose an efficient algorithm to solve
it and obtain our RA solutions.

IV. IMPROVED ITERATED LOCAL SEARCH ALGORITHM
There are several effective commercial optimization solvers
for MILP. To solve the first stage optimization problem (29)
and obtain the initial values for the second stage optimiza-
tion, we prefer Gurobi [36], [37] which is appropriate to the
changes of network demands. The computational complex-
ity of solving the second stage optimization problem (30)
increases rapidly as the number of FSO links, network size,
and traffic demands grow. In this section, to avoid the com-
putational complexity, we propose a suitable metaheuristic
algorithm to gradually upgrade the bottleneck RF links with
FSO links.
In [38] and [39], the authors have proved that ILS is a

suitable and well performing algorithm for combinatorial
optimization problems. The acceptance criteria, initial solu-
tion, and perturbation are the important components of ILS
algorithm design [39]. Based on ILS, an IILSA is devel-
oped to obtain the high-quality solutions for our two-stage
optimization in only a few seconds. In our IILSA, to find a
pleasing starting point for local search, a heuristic method
is adopted to rapidly obtain the initial solutions of IILSA.
An appropriate perturbation is adopted to efficiently explore
the solution space while keeping the search history in mem-
ory. Furthermore, at each iteration, some low-quality solu-
tions which would not guide the search to the promising areas
of search space are produced. In order to filter the low-quality
solutions, a kind of simulated annealing schedule is used as
the acceptance criterion. In Section V, we will investigate
the performance of our IILSA and compare it with ILS and
branch-and-cut algorithms.
We provide the pseudocode of our IILSA in Algorithm 1.

Firstly, we use heuristic solution to find the initial value of
x imn. Lines 3 and 4 are used to perform constraint relaxations
and obtain the initial value of x imn. At each iteration, line 6
performs a perturbation of the local optimal solutions and
obtains a new starting point for next local search. Based
on the initial value of x imn, the optimization problem (30)
is solved in line 7. Lines 8-11 adopt annealing schedule
to choose the acceptance criterion. T = 0.025 F[k] is
a temperature parameter, Pth ∈ [0, 1] is a random num-
ber generated for each iteration, and T0 = 0.98 is the
decay factor [40]. Lines 13-22 assign the routing path from
source s to destination d . Firstly, lines 15-18 traverse the
logical links from s to d . Then, lines 19-21 choose the
next-hop according to the maximum observation Yωmn,FSO.
We judge intuitively that it implies the packets from ω

are forwarded on the FSO logical link lFSOmn if the relaxed
Yωmn,FSO approaches 1. Otherwise, the packets from ω are
not forwarded on lFSOmn if Yωmn,FSO is close to 0. Similarly,
lines 23-32 are used to obtain the values of the indicator vari-
able Yωmn,i. We expect the packets from ω to be forwarded on
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Algorithm 1 IILSA

1: set DFSOmn = 1, where{m, n} =

min
m,n,i,ximn=1

(
cimn −

∑
ω

λωmn,i

)
.

2: set K = the maximum number of iterations.
3: solve optimization problem (30) subject to

0 ≤ x imn ≤ 1,∀m, n ∈ N , lmn ∈ L,∀i ∈ {1, · · ·,C},

0≤Yωmn,FSO≤1, 0 ≤ Y
ω
mn,i≤1,

∀m, n ∈ N , lmn ∈ L,
∀ω∈SD,∀i∈{1, · · ·,C}.

4: set x imn [1] = 1 where {m, n, i} = argmax x imn.
set x imn [1] = 0 where {m, n, i}6= argmax x imn.

5: for k = 1 to K do
6: {x imn, p, q} = perturbation(x imn),F[0] = 0.
7: solve the optimization problem (30) by using x imn

obtained in line 4,
subject to

0≤Yωmn,FSO≤1, 0≤Yωmn,i≤1,
∀m, n ∈ N , lmn ∈ L,
∀ω ∈ SD,
∀i ∈ {1, · · ·,C},

x imn=x
i
mn[k],∀m, n∈N , lmn∈L,m, n /∈ {p, q}.

8: if F[k − 1] < F[k], then set
x imn[k + 1] = x imn,∀m, n ∈ N , lmn ∈ L,∀i ∈ {1, · ·
·,C}.

9: else if exp
(
−
F[k]−F[k−1]

T

)
> Pth, then set

x imn[k + 1] = x imn,∀m, n ∈ N , lmn ∈ L,∀i ∈ {1, · ·
·,C}.

10: end if
11: set T = T · T0.
12: end
13: for each source and destination pair (s, d) do
14: set m = s.
15: while m 6= d do
16: set Yωmn,FSO = 1, where n = argmaxnYωmn,FSO.
17: set m = n.
18: end
19: for all m, n ∈ N do
20: if Yωmn,FSO 6= 1, then set Yωmn,FSO = 0.
21: end
22: end
23: for each source and destination pair (s, d) do
24: set m = s.
25: while m 6= d do
26: set Yωmn,i = 1, where {i, n} = argmaxi,nYωmn,i.
27: set m = n.
28: end
29: for all m, n ∈ N and all channels i ∈ {1, . . . ,C} do
30: if Yωmn,i 6= 1, then set Yωmn,i = 0.
31: end
32: end

the logical link lRFmn over the ith RF channel if the relaxed Yωmn,i
approaches 1. The computational complexity of the proposed
IILSA is max(O(K ),O(C|ω||N |2)), which is polynomial
in time.

Algorithm 2 Perturbation

1: Input: x imn.
2: Randomly choose p, q ∈ N , such that lpq ∈ L.
3: ZRAN = rand(0, 0.2), Zfin = floor(ZRAN |L|).
4: for Z∗ = 1 to Zfin do
5: Randomly choose m′, n′ ∈ N , such that lm′n′ ∈ L.
6: if

∑
i x

i
mn ≥ 1

7: Randomly choose one i ∈ {1, . . . ,C}, set x imn = 1.
8: end
9: end

TABLE 2. Parameters.

The pseudocode of perturbation is provided inAlgorithm 2.
We use the perturbation to avoid being trapped in local
optimum. Firstly, in every iteration, line 2 randomly selects a
link lpq with the goal of removing it from the solution space.
Line 3 randomly selects a certain number of links. Then, some
new solutions are added to enlarge the search space. Lines
4-9 generate new solutions to perturb the current optimal
solutions, that is, randomly adding an RF channel between
the node pair of a selected link. The perturbation is suitable
for our problem, it is not too weak to make IILSA escape
from local optimum, or too strong to make IILSA different
from the random restart local search.

V. SIMULATION RESULTS AND DISCUSSIONS
To evaluate the performance of the proposed hybrid RF/FSO
MCMR WMN architecture, simulation results are given
based on the proposed two-stage optimization, Gurobi, and
IILSA in this section. In our simulations, the values of
weather-dependent variables and relevant parameters taken
from [18], [25], and [31] are listed in Table 2 and Table 3,
respectively.

A. OPTIMIZED CHANNEL ALLOCATION, INTERFACE
ASSIGNMENT, AND LOGICAL TOPOLOGY
The impacts of the number of RF channels C and the number
of RF NICs I are quantified in this subsection, and the opti-
mized channel allocation, interface assignment, and logical
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TABLE 3. Weather-dependent variables.

FIGURE 2. A 16-node grid network, (a) physical topology, (b) resulting
FSO link allocation, channel allocation, interface assignment, and logical
topology for our RA scheme.

FIGURE 3. An example of 20-node randomly generated network,
(a) physical topology, (b) resulting FSO link allocation, channel allocation,
interface assignment, and logical topology for our RA scheme.

topology are also illustrated. We consider a sample physical
topology of rectangular 4 × 4 nodes grid network shown
in Fig. 2(a), whose vertical and horizontal neighboring nodes
are in 2 km away from each other. To evaluate the full
performance, we also consider a more ordinary 20 nodes
randomly generated asymmetric physical topology, one of
which is illustrated in Fig. 3(a). We assume that there are
4 nodes located at the vertices of a 10 km × 10 km square
area, and the other nodes lie randomly in this square. In the
above two network topologies, we assume that the nodes
placed at the four corners serve as MGs, and there are four
traffic demands (nodes 1 to 4, nodes 4 to 1, nodes 2 to 3, and
nodes 3 to 2) diagonally across the network. Figure 4 plots
the maximum network throughput of the physical topologies
illustrated in Fig. 2(a) and Fig. 3(a) versus C , for various I
and M = 4. As shown in Fig.4, when I = 1, the maxi-
mum throughput cannot be improved for increasing C . When
I = 2 and I = 3, with the increase in C , the maximum
throughput increases first and then stays stable. Similarly,
given a fixed C , the maximum throughput increases with I .
While there is an I for which the maximum throughput
cannot be improved by installing more RF NICs. For exam-
ple, in 16-node grid network, when C = 5, the maximum
throughput is not improved by increasing I from 2 to 3.

FIGURE 4. Maximum throughput versus number of channels.

The above observations indicate that the maximum through-
put depends on the numbers of available RF channels and
NICs, and sometimes it may not be improved by increasing
only one of the numbers.

To illustrate our RA scheme, Fig. 2(b) and Fig. 3(b) show
the corresponding logical topology, channel allocation, FSO
link allocation, and interface assignment for Fig. 2(a) and
Fig. 3(a), respectively. In Fig. 2(b) and Fig. 3(b), we con-
sider the noted points in Fig.4 where I = 3,C = 10 and
I = 3,C = 9, respectively. As Fig. 2(b) and Fig. 3(b)
shown, the bottleneck RF logical links, that is, the congested
RF logical links, are upgraded with FSO logical links. They
also show that the available FSO links, RF channels, and
NICs are fully utilized. These results indicate that our model
formulation determines a reasonable RA scheme. It is also
noteworthy that our model formulation tends to divide the
overall network into subgraphs consisting of links which
can be active simultaneously, and the FSO links are always
allocated on the edges of the subgraphs.

B. IMPACT OF WEATHER CONDITION
Numerical results show the maximum throughput for various
numbers of FSO links M under various weather conditions.
We consider the grid topology with 16 MRs and asym-
metric topology with 20 MRs illustrated in Fig. 2(a) and
Fig. 3(a) respectively, and the traffic demands are also the
same. We assume that I = 3,C = 10 and I = 3,C = 9,
respectively. In Fig. 5(a), we show the maximum throughput
under various weather conditions. As it is expected, the max-
imum throughput increases withM nearly linearly. It also can
be seen that the weather conditions have a big impact upon
the maximum throughput. The reason is that the FSO link
availabilityπFSOmn depends strongly on the weather conditions,
and πFSOmn affects the available link capacity and the capacity
constraint given by Eq. (25).

We also consider a randomly generated larger-scale net-
work with 60 nodes to evaluate the full performance of our
IILSA. We assume that the 12 nodes located at the edges
and vertices of a 15 km × 15 km square area serve as MGs,
and the other nodes lie randomly in this square. The traffic
demands are assumed to be between the source-destination
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FIGURE 5. Maximum throughput versus number of FSO links under
various weather conditions, (a) 16-node grid and 20-node asymmetric
networks, (b) randomly generated network topology with 60 nodes.

pairs consisting of these 12 MGs. We consider that I = 3 and
C = 9. In Fig. 5(b), the maximum throughput versusM under
various weather conditions for the above network is illus-
trated. As shown in Fig. 5(b), the proposed IILSA makes our
two-stage optimization available for larger-scale networks.
This is because the computational complexity of the proposed
IILSA is polynomial in time. Furthermore, deserved to be
mentioned, Fig. 5 verifies that it is worthy to augmentMCMR
WMNwith FSO technologies, even though the availability of
FSO links is not 100% under some weather conditions.

C. IMPACT OF FSO SNR THRESHOLD
Figure 6 illustrates the maximum throughput versusM under
various weather conditions for the different values of FSO
SNR threshold γth. In Fig. 6(a) and Fig. 6(b), we consider
the same 16-node grid network and 20-node asymmetric
topology illustrated in Fig. 2(a) and Fig. 3(a), respectively.
And the traffic demands are also the same. We assume that
I = 3,C = 10 and I = 3,C = 9, respectively. As we
can see in Fig. 6, the trends of the 16-node grid network and
more general 20-node asymmetric topology are similar, and
γth has an effect on the maximum throughput. This is because
that πFSOmn decreases as γth increases.

FIGURE 6. Maximum throughput versus number of FSO links under
various weather conditions and different values of γth, (a) 16-node grid,
(b) 20-node asymmetric network.

D. IMPACT OF DELAY
Considering the topology illustrated in Fig. 2(a) and Fig. 3(a)
and the same traffic demands, the impact of delay is inves-
tigated by varying the tunable parameter ξ . We consider
that I = 3,C = 10 and I = 3,C = 9, respectively.
Figure 7 plots the maximum throughput versus ξ . As can
be seen in Fig. 7, the general trends of the regular 16-node
grid topology and random 20-node asymmetric topology are
similar. The maximum throughput is minimal when ξ = 1
and improves slightly as ξ increases. However, the trend of
throughput improvement slows down as ξ increases. There is
an evident tradeoff between the network throughput and delay
requirement. The network resource cannot be utilized effi-
ciently under the tight delay constraint (i.e., ξ = 1), whereas
the solution space may be enlarged as the delay constraint is
relaxed, which may increase the network throughput.

E. PERFORMANCE COMPARISON OF IILSA, ILS
ALGORITHM, AND BRANCH-AND-CUT ALGORITHM
In the following, we show the performance of the proposed
IILSA, and compare it with ILS [20], [41] and branch-
and-cut algorithms [42]. Considering the 16-node grid
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FIGURE 7. Maximum throughput versus ξ .

FIGURE 8. Comparisons of IILSA, ILS algorithm, and branch-and-cut
algorithm for different numbers of FSO links, (a) maximum throughput,
(b) computation time.

network shown in Fig. 2(a) and the same traffic demands,
Fig. 8 illustrates the maximum throughput and computation
time for IILSA, ILS algorithm, and branch-and-cut algorithm.
We assume that I = 3 and C = 10. As can be seen
in Fig. 8(a), the throughput enhancement trends of IILSA,
branch-and-cut algorithm, and ILS algorithm are similar.

FIGURE 9. Optimization gap versus iteration count for different values
of M .

We only show results of the branch-and-cut algorithm which
obtains the exact optimal solutions for M ≤ 10, because its
computational complexity is exponential in time and its run-
time becomes excessive for a larger value ofM . By contrast,
the proposed IILSAmakes our optimization problem solvable
in polynomial time in practice. It indicates that in terms of the
maximum throughput, the proposed IILSA is slightly inferior
to the branch-and-cut algorithm, while in terms of the compu-
tational complexity, the branch-and-cut algorithm is consid-
erably larger than our IILSA. From Fig. 8(a), we also clearly
see that our IILSA obtains the better near-optimal solutions
compared with the ILS algorithm. In Fig. 8(b), we compare
the runtime of our IILSA with that of ILS and branch-and-
cut algorithms. It is obvious that our IILSA spends less time
than ILS and branch-and-cut algorithms, which is important
in practice.

To investigate the convergent performance of IILSA,
we measure the gap between the exact solution Fexa and
the solution F[k] obtained by IILSA for the k th iteration.
The exact optimal solutions are obtained from branch-and-
cut algorithm.We consider the abovementioned 16-node grid
network and 20-node asymmetric topology, and the traffic
demands, RF NICs, and available channels are also the same.
The gap is defined as (Fexa − F[k])/Fexa. In Fig. 9, we illus-
trate the relationship between the gap and iteration count k
for different values of M . As can be seen, for the 16-node
grid network, the gap decreases sharply with the increase of
k when about k < 60. And the gap gradually tends to 0 after
about k ≥ 60. This observation shows that the proposed
IILSA can converge within a limited iteration count. In our
simulation, we choose an appropriate maximum iteration
numberK according to the convergent property (e.g.,K = 60
and K = 80 for the 16-node grid and 20-node asymmetric
networks, respectively).

VI. CONCLUSION
In this paper, we introduced a throughput improvement
method for MCMRWMN and constructed a hybrid RF/FSO
MCMR WMN topology. In this hybrid network, we jointly
formulated the RA problem as a two-stage optimization

9368 VOLUME 8, 2020



Y. Zhao et al.: RA for Hybrid RF/FSO MCMR WMNs

problem which incorporates the FSO link availability under
various weather conditions and the fading nature of RF
links. Our two-stage optimization model was formulated
as an MILP in each stage so as to maximize the net-
work throughput, while fairness to all given traffic demands
was guaranteed and the delay requirement was satisfied.
To reduce the computational complexity, we proposed a
low-complexity IILSA to solve our two-stage optimization
problem. We obtained the relationships between the network
throughput and the delay requirement, FSO SNR threshold,
weather conditions, available RF channels and NICs, and
number of FSO links, respectively. The relationships provide
insights for network planning. Simulation results show that
our model formulation determines reasonable RA and our
IILSA can obtain high-quality solutions for our optimization
problem in an acceptable runtime. They also reveal that the
network throughput can be improved dramatically by upgrad-
ing the bottleneck RF links with FSO links and augmenting
MCMR WMN with FSO technologies is worthwhile. In the
future, we desire to take the mobility into account and extend
our work to the hybrid RF/FSO VANET.
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