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ABSTRACT Classification is the key and most widely studied paradigm in machine learning community.
The selection of appropriate classification algorithm for a particular problem is a challenging task, formally
known as algorithm selection problem (ASP) in literature. It is increasingly becoming focus of research in
machine learning community. Meta-learning has demonstrated substantial success in solving ASP, especially
in the domain of classification. Considerable progress has been made in classification algorithm recommen-
dation and researchers have proposed various methods in literature that tackles ASP in many different ways
in meta-learning setup. Yet there is a lack of survey and comparative study that critically analyze, summarize
and assess the performance of existing methods. To fill these gaps, in this paper we first present a literature
survey of classification algorithm recommendation methods. The survey shed light on the motivational
reasons for pursuing classifier selection through meta-learning and comprehensively discusses the different
phases of classifier selection based on a generic framework that is formed as an outcome of reviewing prior
works. Subsequently, we critically analyzed and summarized the existing studies from the literature in three
important dimensions i.e., meta-features, meta-learner and meta-target. In the second part of this paper,
we present extensive comparative evaluation of all the prominent methods for classifier selection based on
17 classification algorithms and 84 benchmark datasets. The comparative study quantitatively assesses the
performance of classifier selection methods and highlight the limitations and strengths of meta-features,
meta-learners and meta-target in classification algorithm recommendation system. Finally, we conclude this
paper by identifying current challenges and suggesting future work directions. We expect that this work will
provide baseline and a solid overview of state of the art works in this domain to new researchers, and will
steer future research in this direction.

INDEX TERMS Meta-learning, algorithm selection, classification, machine learning.

I. INTRODUCTION
Classification is the most widely studied machine learning
paradigm. The standard approach of classification algorithms
is to learn from labeled training examples and then use that
learning for classification of new unseen instances of dataset.
Classification tasks are common in real world and researchers
over the years had developed numerous algorithms that have
widespread useful applications in many domains e.g., engi-
neering, finance, biology, just to name a few. Each algorithm
is intrinsically optimized and its performance on a particular
task depends on how well its embedded fixed bias match the
problem. Hence, there is no single algorithm that can learn all
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the tasks efficiently and every algorithm can perform better
only on limited number of tasks. This phenomenon is also
called performance complementarity [1], and is also been
confirmed by the well known No Free Lunch theorem [2].
Since no single algorithm can best learn all the tasks effec-
tively, the question that which algorithm should be used from
the large number of available algorithms for a given task
has gain tremendous importance and attention [1], [3]. The
selection of appropriate algorithm from the available large set
of algorithms is a non-trivial and challenging task, also known
as model selection or Algorithm Selection Problem (ASP) in
literature [4], [5].

The usual conventional approaches for algorithm selection
e.g., trial and error, theoretical analysis or expert knowl-
edge, has several drawbacks [6]. The trial and error approach

10262 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0001-6964-4523
https://orcid.org/0000-0002-0180-3740
https://orcid.org/0000-0003-1182-2504
https://orcid.org/0000-0002-9171-8573
https://orcid.org/0000-0002-5196-8148


I. Khan et al.: Literature Survey and Empirical Study of Meta-Learning for Classifier Selection

involves evaluation of all the available set of algorithms for
a particular task, however it could not be practically pos-
sible in most cases, since the computational cost will be
very high, especially for datasets that have fairly large size.
Similarly, the emphasis of theoretical methods is to obtain
knowledge about appropriateness of algorithms by evaluating
their representational biases. Nevertheless, applicability of all
classifiers cannot be theoretically analyzed [6]. Practically
in most situations, domain experts that have experience in
dealing with similar problems are employed for assistance
in selection of suitable algorithm for a problem, however,
this approach also have several shortcomings, for example,
acquiring expert knowledge is generally costly or not readily
available in most situations and can also be prone to personal
bias and preference [5].

Taking into account, the drawbacks of conventional
approaches for algorithm selection and the continuous suc-
cessful applications of classification algorithms in numer-
ous domains, there has been an ever-growing demand of
machine learning systems that can automate the process of
algorithm selection, i.e. provide intelligent assistance to end
users by recommending potentially appropriate algorithms
for various different tasks [7], [8]. Such systems will not only
overcome the drawbacks of conventional algorithm selection
approaches but will also broaden the application of machine
learning algorithms to new problems and enable non-experts
to apply machine learning more independently [9], [10].
One salient approach for automated algorithm selection is
meta-learning based algorithm recommendation. It over-
come the limitations of conventional algorithm selection
approaches by automating the process of algorithm selection.
Domain experts use their knowledge regarding performance
of machine learning algorithms on previous tasks. Meta-
learning imitate this strategy by accumulating the knowledge
obtained from the application of algorithms on similar tasks
and then use that knowledge to recommend a set of potentially
appropriate algorithms for a specific task [11]. The typical
area of meta-learning for algorithm recommendation is clas-
sification [12], [13], however it has also demonstrated success
for algorithm selection in a number of other domains that
includes clustering [14]–[16], instance selection [17], [18]
regression [19] optimization [20]–[24] time series [25]–[27]
and dynamic ensemble selection for performance improve-
ment of classification problems [28]–[32].

As amatter of fact, classification is themost widely studied
paradigm in machine learning, likewise classifier selection is
also the mostly focused and researched area in the domain
of automated algorithm selection [9], [33]. Meta-learning
have demonstrated considerable success in classifier selec-
tion and vast amount of literature is available in this regard,
in which various methods are proposed for classification
algorithm recommendation. Yet there is no survey on meta-
learning based classification algorithm selection methods
that critically analyze and summarize the existing works,
identify current challenges and suggest potential future
research directions. Moreover, there is also lack of extensive

comparative study in the literature that evaluates the perfor-
mance of the prominent methods for algorithm selection and
highlight their strengths and weaknesses as each newly pro-
posed method in literature for classifier selection is compared
only with one or two previous methods. To fill these gaps,
this study aims to survey classifier selection methods and
perform extensive comparative evaluation study. To the best
of authors’ knowledge it is the first survey and comparative
study in this regard.

The reminder of the paper is structured as follows.
Section II is related to background in which the first sem-
inal framework for ASP is presented. Moreover, a short
overview of related surveys and contributions of this paper
are also highlighted. In section III, based on literature survey,
we presented a generic work-flow of meta-learning system
for algorithm recommendation. In section IV, detailed crit-
ical analysis of three important dimensions (meta-features,
meta-learner, meta-target) of classifier selection is presented.
Subsequently in section V, we present the summary and
answers six Research Questions that were formulated on the
survey part of the paper. In section VI, the experimental
study is briefly described and comparative analysis of various
methods are presented. Finally, we conclude the paper by
identifying current challenges and suggesting future work
directions in section VII.

II. BACKGROUND
A. RICE MODEL FOR ALGORITHM SELECTION PROBLEM
Previous research works in literature on algorithm selection
problem (ASP) suggest that mapping measurable characteris-
tics (meta-features) of problems (datasets) with performance
of algorithms is a promising approach for building algorithm
recommendation system [3]. The first seminal model based
on this idea was presented by Rice [34]. Figure 1 shows
the four basic components of Rice framework. The problem
space P corresponds to problems in a certain domain e.g.
classification, x in P represents a single instance in the prob-
lem space. The algorithm space A include algorithms that can
be applied to all the instances x in P. The feature space F
represent measurable characteristics of instances which are
calculated through a feature extraction procedure applied on
every x ∈P. The performance space Y represents themapping
of each algorithm to a set of performance metric(s) e.g.
accuracy and runtime. Given these notations, then according
to [33], ASP can formally be defined as,

‘‘For a given problem instance x ∈ P with features
f (x) ∈ F , find the selection mapping S(f (x)) into the algo-
rithm space A, such that the selected algorithm α ∈ A
maximizes the performance mapping y(α(x)) ∈ Y ’’.
Theoretically this framework is easy to understand, flex-

ible in terms of adding new algorithms and problems and
also have the ability of improving the learned mapping [35].
Nevertheless, it has certain implementation issues due to
the complexity and size of P and A. The first component
comprising of problem space P is high dimensional and
has infinite cardinality since practically it is impossible to
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FIGURE 1. Rice representation of algorithm selection problem (From,
Smith-Miles2008 [33]).

include all the problems in any algorithm recommendation
system [20]. Similarly, the algorithm space A also has likely
high cardinality, because it is also impossible to consider all
the available candidate algorithms in algorithm recommenda-
tion system [20]. Another major problemwith this framework
was the lack of implementation guidelines on how to extract
andmap the characteristics of problems with the performance
of algorithms. However the advent of meta-learning in the
past two decades has favored as its implementation method
with demonstrated success across many domains [16], [20],
[36]. In section III, the Rice model is framed in the typical
meta-learning work flow for algorithm selection.

B. META-LEARNING
The essence of meta-learning is ‘‘learning to learn’’ [37].
Meta-learning is defined as ‘‘the study of principled meth-
ods that make use of meta- knowledge to improve or con-
struct self-improving learning systems through adaptation of
machine learning and data mining processes’’ [38]. A meta-
learning system is composed of a learning subsystem that
adapts with accumulation of experience over time. The expe-
rience is acquired through knowledge gained from prior
learning episodes. It is a broad field and has many important
dimensions. Automated algorithm selection is one of the key
research area in meta-learning [24]. In automated algorithm
recommendation the prior experience is obtained through the
learning of instances x ∈ P by candidate algorithms a ∈
A. In meta-learning, the ASP is considered a usual learn-
ing problem in which dataset characteristics (meta-features)
represent independent variables and target variable is the
estimation of candidate algorithms performance. The issues
of high cardinality of P and A space in the Rice model are
tackled in the meta-learning studies by choosing problems of
varying complexity, while selecting various complementary
algorithms with distinct inherent biases for the algorithm
spaceA [33]. One of themain leverage ofmeta-learning based
algorithm recommendation is that once the system is built,
it can learn and adapt with experience over time with the
addition of more algorithms and problems. Meta-learning has
also shown success in the dynamic ensemble selection of clas-
sifiers in Multiple Classifier Systems (MCS).Typically, MCS
includes an ensemble of classifiers and a function for parallel

combination of classifier outputs in order to increase accuracy
on a classification task. Meta-learning in dynamic ensemble
selection provide support by assessing the competence level
of each base classifiers and only choose the competent ones
from the available pool for a classification task [28]. Prior
works in literature on dynamic ensemble selection in MCS
demonstrate that it is an efficient method for problems in
which the number of training examples are small and it is hard
to train a single model on the dataset [29]. Beside this, meta-
learning has also shown its viability in ensemble of noise fil-
ters for improving performance of noise filters [39]. Recently,
a promising research direction in meta-learning is few shot
learning, it refers to the learning of classification task by a
classifier that generalizes well though trained on small num-
ber of training instances [40]. One salient approach to few-
show classification is the meta-learning paradigm in which
transferable knowledge is extracted and propagated from a
collection of tasks for avoiding over fitting and improving
generalization e.g., model initialization based methods [41],
metric learning methods [42] and hallucination based meth-
ods [43]. Few shot learning has demonstrated success in
classifying very complex tasks, e.g. in a recent work [44],
the authors proposed a meta-learning based learning to learn
approach for classification of videos.

C. RELATED SURVEYS AND OUR CONTRIBUTION
Meta-learning based algorithm selection has demonstrated
success in many domains e.g., clustering [14]–[16], instance
selection [17], [18] regression [19] optimization [20]–[24]
time series [25]–[27]. Hence enormous amount of literature is
available in this regard. Discussion of meta-learning surveys
in other domains is outside the scope of this work, therefore in
this paper, we only focus and discussed related surveys which
are more directly linked to our work. To the best of authors
knowledge, this is the first literature survey and extensive
empirical study that is specifically focused on meta-learning
based classifier selection. The summary of contributions of
previous related surveys and our work is presented in Table 1.

The theoretical survey part of this paper aims to answer the
following research questions (RQ’s).

• RQ1 Is the problem space P properly explored in
previous studies and are the datasets employed are
representative and sufficient?

• RQ2: Are the pool of the candidate algorithms ade-
quate and enough?

• RQ3: Are the feature space F properly explored and
are the meta-features employed are diversified and
complete?

• RQ4: What is the scope of the types of meta-targets
employed in previous studies?What are their merits
and demerits?

• RQ5: What is the coverage of approaches used for
mapping the problem space P into the performance
space Y at the meta-level and which approaches
mostly suits classifier recommendation?
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TABLE 1. Summary of contribution of previous surveys and the current paper.

• RQ6: What type of evaluation measures are used in
the meta-level and are they suitable?

We summarized, analyzed and discussed each of the RQ in
section V.

Regarding the rationale behind extensive comparative
study, the literature survey show that each of the newly
proposed methods in prior works was only compared with
one or two methods. Moreover, the use of same group of
meta-features in the related works does not necessarily mean
that the authors had exactly used the same measures for
extracting the meta-features. Furthermore, the type and num-
ber of candidate algorithms and datasets used in previous
studies are also diverse. Consequently, the lack of a detailed
comparative study that evaluate the promising methods and
the above mentioned impediments make it hard to quanti-
tatively assess the performance of each method. Hence we
performed a detailed extensive comparative evaluation study,
presented in section VI.

III. META-LEARNING FRAMEWORK FOR CLASSIFIER
SELECTION
Through a detailed literature review of meta-learning based
algorithm recommendation studies, a generic framework for
algorithm selection is presented in Figure 2. In meta-learning
literature, the algorithm selection problem is considered a
usual learning problem in which the dataset characteristics
(meta-features) represents independent variables and target
variable is the estimation of performance of candidate algo-
rithms on datasets. The framework has three main basic com-
ponents as shown in Figure 2 and described below in detail.

The first step in the meta learning framework is the con-
struction of meta-knowledge. As shown in Figure 2, the con-
struction of knowledge base consist of two sub modules (a)
Performance evaluation (b) Data set Characterization. First
of all, a subset of diverse range of classification problems
referred to as problem space P are selected for building the
meta-knowledge database. Similarly various complementary
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FIGURE 2. Generic framework for algorithm(s) recommendation.

algorithms referred to as algorithm space A (candidate algo-
rithms) are selected such that they can potentially solve the
problem instances x in P. The first submodule involves the
extraction of a set of measurable characteristics of the prob-
lem instances, also known as meta features or data character-
ization. The meta-features are used to uniformly characterize
datasets. There are various groups of meta-features which are
described in detail in section IV-A. Details about the number
of candidate algorithms and classification problems used in
previous meta-learning studies for algorithm recommenda-
tion can be found in Table 3. In the second submodule all
the candidate algorithms at algorithm space A are applied on
the datasets at the problem space P and their performance
evaluation measures (accuracy and runtime) are noted in
the database. The final outcome of the first component is
the Meta-Knowledge Database, which contain meta-features
extracted from each dataset and the performance measures of
all candidate algorithms.

After the construction of the meta-knowledge database
that contains information about dataset characteristics and
performance evaluation measures of candidate algorithms,
next step is the construction of mapping model. The objec-
tive of mapping model construction is to model the rela-
tionship between dataset characteristics (meta-features) and
performance information of candidate algorithms. In latest
approaches [6], [12], [13], [46], the meta-knowledge is first
transformed into a learning dataset so that a model can be
train on them. Transformation of the meta-data into a learning
dataset involves determining the set of best performing algo-
rithms for each dataset in the knowledge-base. According to
the recommendation of Demsar [47] and frequently followed
procedure in previous similar studies in literature [6], [12],
[13], [46], the multiple comparison procedure (MCP) is
recommended for identifying the best performing algorithms
for each dataset. The non parametric MCP, Friedman test fol-
lowed by Holm procedure test are performed at significance

level of 0.05 in order to identify best performing algorithms
among the candidate algorithm for each dataset such that the
difference in performance of identified algorithms are not
statistically significant. The advantage of MCP test is that
it allows to compare two or more set of metrics e.g., accuracy
and runtime, while controlling type I error [6]. In algorithm
recommender systems, minimizing the effect of type I error is
very important because high type I error means that probabil-
ity of falsely excluding algorithms which are not significantly
different from the best one(s) will be high. Consequently,
if the meta-knowledge is not appropriately transformed into
learning dataset then the meta-learner cannot adequately
model relationship between dataset-characteristics and
performance of candidate algorithms, whichwill degrade per-
formance of the system. After applyingMCP, now each prob-
lem in the learning dataset is represented by meta-features
and their corresponding best performing algorithms. Any
learning algorithm like ML-KNN [48] can now be trained
on the learning dataset to model the intrinsic relationship
between meta-features and performance of algorithms. The
training examples in the learning dataset are also called meta-
examples.

Once a model is trained on the learning dataset then the
recommendation of potentially suitable algorithms for any
new problem instance xnew ∈ P involves extraction of meta-
features f (x) ∈ F as input to the learned model that rec-
ommend set of appropriate algorithms a ∈ A such that it
maximize the performance mapping y(α(x)) ∈ Y .

IV. DIMENSIONS OF META-LEARNING WORKFLOW
The main difference in literature regarding the methods pro-
posed for classifier selection lies in: (i) Variation among the
group of meta-features used (ii) Variation in the Procedures
used for mapping feature space F to performance space Y
(Meta-learner) (iii) Type of method used for estimating the
relative performance of candidate algorithms on the datasets
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FIGURE 3. Important dimensions of meta-learning Framework.

(Meta-target). Hence we categorized and analyzed existing
papers from literature survey in these three important dimen-
sions as shown in Figure 3 (a) Meta-Features (b) Meta-
Learner (c) Meta-Target.

A. META-FEATURES
Meta features are the collection of measurable characteris-
tics of datasets that are able to estimate the performance of
learning algorithms on problems. In the context of algo-
rithm recommendation, meta-features must have the follow-
ing properties and any new measure with these properties
can potentially be added to the existing groups of meta-
features. They are: (i) The measures should be efficiently and
uniformly computable for wide range of problems in a par-
ticular domain (ii) The measures should low computational
cost, easy to calculate and must take less time (iii) There
must be intrinsic relationship between meta features and the
performance of algorithms.

The measures and methods for extraction of meta-features
varies across different domains. Thus specialized groups of
meta-features and methods for its extraction are required for
every different domains. The development of domain specific
meta-features is a difficult task and therefore is considered an
impediment in applying meta-learning for algorithm selec-
tion to new domains [35]. Nevertheless, various groups of
meta-features are proposed for several domains e.g., cluster-
ing [14], instance selection [17], regression [19] and opti-
mization [20]. In his paper, we only discussed meta-features
that are used for classifier selection.They are grouped into
five subcategories and every group represents a number of
subset of measures that share similarities among them. The
specificmeasures that are extracted by each of the five groups
are shown in Table 2. Following are two examples of these

measures that how are they calculated. More information on
how to calculate each group of these measures can be found
in [6], [49], [50].
• Maximum Fisher’s discriminant ratio (F1)

F1 =
1

1+maxmi=1 rfi
It measure overlap within the values of features in different
classes. Here rfi is a discriminant ratio for every feature fi.
• Entropy of Class Proportions (C1)

C1 =
1

log
(
nci
) nc∑
i=1

pci log
(
pci
)

This measure is used to capture the imbalance in a dataset,
where pci is the proportion of examples in each of the classes.

1) SIMPLE, STATISTICAL AND
INFORMATION-THEORY-BASED MEASURES
This group represents the largest and diversified group of
meta-features, also called general measures. It has low com-
putational cost and comprised of three sub-categories as
shown in table 2. The simple measures represent basic infor-
mation like the number of instances or attributes. The statis-
tical measures extract information regarding the distribution
of numerical attributes of a dataset like dispersion and central
tendency, while the information-theoretic measures are based
on entropy which describes variability and redundancy of
discrete attributes [50]. This group of meta-features is the
most widely used in classifier algorithm selection [9], [51],
[52]. It were first used in the Statlog project [53]–[55]. These
meta-features are also used in the recommendation of feature
selection algorithms [56] and noise filters [57] for classifica-
tion tasks.
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TABLE 2. Dataset characterization techniques(Meta-features).

2) PROBLEM-COMPLEXITY-BASED MEASURES
These measures examine the spatial distribution of
data and evaluate the source of difficulty in a dataset
by explaining its geometrical complexity. Moreover, these
measures compute the approximate size and shape of
decision boundary that separate the classes [49], [58].
It includes the measures presented by Ho and Basu in [59].
It define complexity of the boundary that separate
binary classification problems. Afterwards, these mea-
sures were extended in other studies to multi-class
classification problems [58]. It includes the following
measures

(i) Feature based: It characterize to what extent are the
available features providing information in differentiating the
classes.

(ii) Linearity measures, It estimates that whether the
classes are linearly separable or not. (iii) Neighborhood
measures, It describe the existence and density of differ-
ent or same classes in local neighborhoods (iv) Dimensional-
ity measures, It evaluates the data sparsity in accordance with
the number of samples relative to the data dimensionality.
(v) Class balance measures, It takes into account the ratio
of the number of examples among classes. These measures
are also used in the formulation of novel data driven prepro-
cessing [49]. Moreover, The authors in [57], [60], has shown
the these measures can successfully estimate the performance
of noise filters on datasets. In addition, recently the results
of a study have provided evidence of significance of these
measures in predicting the performance of classifiers that are
usually used in micro-array data analysis [61].
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3) MODEL-STRUCTURE-BASED MEASURES
Contrarily to the previous data characterization methods that
were calculated from the data distribution, the model based
is indirect characterization method and are calculated by
inducing a decision tree model on a dataset to get information
about the hidden structures of the data [62]. The properties
of the tree are used as meta-features. Its advantage is that it
does not only rely on the distribution of the data but consider
the representation of the data set in a special structure for
getting information about the learning complexity. However
its drawback is that it has relatively high computational cost
associated with it.

4) LANDMARKING-BASED MEASURES
In this group of meta-features, the performance information
from the application of few simple and fast learners on
datasets are used for recommendation of appropriate algo-
rithms for a particular task [63]. The basic idea behind land-
marking is that each problem has specific characteristics that
associate it to an area of expertise of certain algorithms. In this
context, the candidate algorithms that have nearest inductive
bias to landmarkers that achieve high performance on the
given task are preferred. For example, for two landmarkers
A and B, if landmarker A outperform landmarker B on a data
set then the candidate algorithm that has the nearest inductive
bias to landmarker A is considered suitable for the dataset.
The learners which are used as landmarkers must have
different inherent bias and should have low computational
cost [64].

5) STRUCTURAL-INFORMATION-BASED MEASURES
Based on Tatti work [65] of measuring similarity between
datasets through summary statistics, the author in [66],
extended the set of meta-features by introducing structural
and information basedmethod to characterize binary datasets.
These measures were improved and extended to ordinary
classification problems in later studies [6]. This group of
meta-features has shown its significance in algorithm recom-
mendation systems [12], [67]. It adopt frequencies of item-
sets with respect to the parity function to characterize a
dataset [66]. First a given dataset is converted to its relevant
binary dataset. After that one-item-set VI and two-item VII
set are generated, the VI acquire the distribution of values
in a given attribute and VII represent the correlation among
two features. The VI and VII are sorted in ascending order
to compute the statistical summary of the items to attain
a unified representation of dataset. The statistical summary
includes the minimum, maximum and seven octile’s of the
item-sets.

B. META-LEARNER
Meta-learner refers to the algorithm that model the relation-
ship between dataset characteristics (meta-features) and can-
didate algorithms. For any given problem, the meta-learner

receives meta-features as input and recommends appropriate
algorithms according to the learned model.

In the first preliminary work onmeta-learning for classifier
selection in StatLog project [53], the decision tree algorithm
C4.5 was used as meta-learner for modeling the relationship
betweenmeta-features and 22 classification algorithms. Like-
wise the authors in [68], employed the advanced rule based
learning algorithm (C5.0) to generate recommendation rules
for 8 candidate algorithms. The output of both of these works
was set of recommendation rues which were to be checked
manually for selection of appropriate algorithm. Although the
recommendation rules were not precise enough but they still
were able to narrow down the set of candidate algorithms and
the user had to evaluate and choose algorithm from limited
set of algorithms for a particular problem.

The work of the StatLog project was further extended
in another European METAL (Meta-learning assistant for
providing user support in machine learning and data mining)
project [69], in which a fully automated web based tool
called DataMining Advisor (DMA) was designed. The DMA
employed K -Nearest Neighbors (KNN) algorithm as meta-
learner and the meta-knowledge was built on 67 datasets
and 10 classification algorithms. In order to recommend
potentially suitable algorithms for a dataset, the proposed
system first identifies its K most similar data sets in the meta-
knowledge database through the distance measure calculated
upon meta-features. Then the performance information of the
identified similar datasets are aggregated on the candidate
algorithms in order to produce a ranked list of algorithms.
Usually, the top 3 ranked algorithms are considered appro-
priate for a dataset. The advantage of using instance based
meta learner like k-Nearest Neighbor is that the training data
available in the start of a meta learning system is usually
small, which makes it difficult to induce models that are
general and frequently produce crisp threshold like decision
trees and rule induction algorithms [70]. The instance based
methods has also the added advantage of providing flexibility
to easily extend the meta learning system. Initially in meta-
learning systems for algorithms recommendation the meta-
knowledge database is built upon small set of meta examples
and new meta examples are added to the meta-knowledge
database later upon their availability [71]. With the use of
KNN as meta-learner, the addition of meta examples from
new experimental results can quickly be integrated into the
existing meta examples in the meta-knowledge database
without the requirement of remodeling the relationship
between meta-features and performance of candidate algo-
rithms. This approach is used in majority of the studies for
classifier selection, examples includes [39], [46], [51], [66],
[67], [71]–[73]. However, the drawback of this approach is
the selection of optimal value for the parameter K because
the number of similar datasets vary for each problem in the
meta-knowledge database [12].

Furthermore, the authors in [18], [39], [74], [75], employed
regression algorithms to learn the relationship between meta-
features and performance of candidate algorithms. In order
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to recommend algorithms for any given problem, the pro-
posed method first extract meta-features from the dataset
and which are then given as input to the learned regression
model that estimate the performance of candidate algorithms
on the problem. This approach estimates the predictive per-
formance of each candidate algorithm independently rather
than a ranked list of recommended algorithms. Hence the
user directly gets information about the expected accuracy of
candidate classifiers for a particular task. However, its draw-
back is that the meta-learner (regression algorithm) must be
trained separately on each of the candidate algorithm. More-
over, it also requires retraining of the meta-learner every time
when new meta-examples are added to the meta-knowledge
database. Hence, the computational cost of this method is
comparatively high.

In addition the authors in [6], presented a multi-label
based methodology for algorithm selection. In the pro-
posed method, the authors framed the algorithm selec-
tion problem in a meta-learning setup as a multi-label
learning problem. In this regard the meta-examples at the
meta-knowledge database are transformed into a multi-label
classification data set. The meta-examples are first trans-
formed into multi-label dataset by identifying appropriate
candidate algorithms for each dataset through MCP. In each
record of the multi-label dataset, the meta-features repre-
sents independent variables while the corresponding mul-
tiple appropriate algorithms are the dependent variables.
After transforming the meta-examples into a multi-label
learning dataset then the multi-label lazy learning algorithm
ML-KNN [48] is trained on the meta-data to model
the relationship between meta-features and performance
of algorithms. The proposed method showed efficacy on
experiments performed on 84 datasets and 13 candidate clas-
sification algorithms on five groups of meta-features. How-
ever, this method also suffers from the drawback of selection
of the optimal value for parameter K .
Moreover, the authors in [6], [76], [77] investigated unsu-

pervised learning for modeling the relationship between
meta-features and performance of algorithms. In [6],
the authors employed clustering technique on meta-features
in order to cluster similar datasets in the meta-knowledge
database. Subsequently all the candidate algorithms are eval-
uated on every cluster and appropriate algorithms for each of
the cluster are identified through MCP. The recommendation
of algorithm for a new dataset involves the extraction of meta-
features and identifying its nearest similar cluster through
the distance between its meta-features and the center of each
cluster. Once the nearest similar cluster of a dataset is iden-
tified then the already identified appropriate algorithms for
that cluster are recommended for the given problem.

More recently the authors in [12], proposed a new method
in which the algorithm recommendation is framed as a
link prediction problem in a meta-learning setup. In this
method the meta-knowledge base is imitated in a hetero-
geneous network and then a link prediction algorithm is
employed as meta-learner for algorithm recommendation.

In the proposed method first a heterogeneous network com-
prised of 131 datasets and 21 candidate classification algo-
rithms is constructed. Then each dataset is linked with the
best performing candidate algorithms, which are identified
through the statistical test procedure (Friedman test followed
by Holm procedure test). For each dataset in the network
its nearest 5 similar datasets are identified through the KNN
approach and a link is made for each dataset with its 5 nearest
similar datasets. Then the recommendation of algorithms
for a new problem instance involves the extraction of its
meta-features and linking it to its nearest similar dataset in
the network. Afterwards the similarity based link prediction
methods LRW (Local Random Walk) and SRW (Superposed
Random Walk) are employed on the network and the algo-
rithms with highest link probability are recommended as
appropriate algorithms.

C. META-TARGET
As described earlier that meta-learning view algorithm selec-
tion as a regular learning problem in which the independent
variables are represented by meta-features and the learning
target is the meta-target. In meta-learning setup for algorithm
recommendation, the meta-target corresponds to the type of
output that the system produces in the form of estimated
relative performance of candidate algorithms for any given
problem. It can be represented in many distinct ways, cur-
rently three types of meta-target for algorithm selection based
on meta-learning are reported in the literature i.e. (i) Best
Algorithm (ii) Ranked List (iii) Multiple Algorithms.

The methods in which the meta-target is the prediction of
best algorithm for a dataset, then only one algorithm is recom-
mended that are predicted to perform best among the candi-
date algorithms by the meta-learning system for the dataset.
However, it is important to note that there is a certain level
of dependency to choose from several combinations of meta-
learner and meta-targets in developing a meta-learning sys-
tem for algorithm recommendation. Specifically, the choice
of meta-target to be employed for algorithm recommendation
also affects the choice of meta-learner. For example, Usually
singe label algorithms are employed as meta-learners when
the meta-target is the prediction of single best algorithm. The
authors in [53], [68], employed rule based learners while
the authors in [18], [39], [74], [75], used regression algo-
rithms. The drawback in algorithm recommendation systems
in which the meta-target is the recommendation of single
best algorithm is that the end user has no choice to choose
from a set of few potentially appropriate algorithms for a
classification task.

The second type of meta-target (Ranked List) in the lit-
erature corresponds to the recommendation of a ranked list
of candidate algorithms for a problem. Normally the user
chooses from the top three ranked algorithms of his choice.
In algorithm recommendation systems in which ranked list
are employed as meta-target, the instance based learner
KNN is used as meta learner. Ranking based meta-target
is employed in most of the studies e.g. [39], [46], [51],
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TABLE 3. Summary of meta-learning based algorithm recommendation studies in classification domain.

[66], [67], [71]–[73]. Its advantage is that it provides more
options to the end user’s in order to choose algorithm of their
choice from the top 3 ranked algorithms that can potentially
perform better on a given task. Whereas, its drawback is
that the end user’s don’t have any information regarding the
potential significant statistical difference in performance of
the top 3 ranked algorithms. Beside that, there could be other
candidate algorithms that are computationally cheaper and
are competitive in terms of performance to the top 3 ranked
algorithms but still the end user’s will not consider them for
a given problem.

Contrary to the previous approaches of meta-targets, when
the meta-target is multiple algorithms then the system recom-
mends set of algorithms that potentially have no significant
difference in performance on a given problem. The advantage
of this approach is that it recommends multiple appropriate
instead of predicting the single best or a ranked list of algo-
rithms. The user can select any algorithm of his choice from
the recommended set of algorithms. The approach is used
in [6], [13], [77].

V. SUMMARY AND DISCUSSION
The following sub sections presents summary of the literature
survey and discussion.

A. SUMMARY
Research papers from the detailed literature survey are sum-
marized in Table 3. Data from relevant related papers are
extracted and presented in terms of the Research Questions
(RQs) introduced in section II-C. For better understanding
and readability of Table 3, we have sub categorized few of
the RQs and assigned them notations as follows:

• (RQ4) The meta-features are categorized into
groups that represents similar measures, they are:
(i) Statistical and Information-Theory-Based Mea-
sures (SI) (ii) Problem-Complexity-Based Mea-
sures (PC) (iii) Model-Structure-Based Measures
(MS) (iv) Landmarking-Based Measures (LM)
(v) Structural-Information-Based Measures (STI)

• (RQ5) The meta-targets are organized into (i) Best
algorithm (ii) Ranked list (iii) Multiple algorithms

• (RQ6) The measures for the base-evaluation are
organized into single criteria that measures only
accuracy and multi-criteria that measures accuracy
and run time.

1) DATASETS AND META-LEVEL EVALUATION MEASURES
In literature, majority of the studies used less than
100 datasets with few exceptions that used more than
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100 datasets [12], [46]. There is no clear indication in
literature regarding the adequate number of datasets at
the meta-level, however, reasonable number of datasets
must be considered that can appropriately map the feature
space into the performance space Y [78], [79]. Moreover,
Luengo [58], argue that the inclusion of datasets at the
meta-level requires caution which can induce bias in meta-
learning systems. The author recommends to incorporate
datasets that are standard, diverse and representative in the
particular domain. In fact, recent studies have used fairly
reasonable number of diverse representative datasets from the
standard UCI Machine Learning Repository. This ascertains
moderate exploration of the problem space P and conforms
to the trend in classification research area in which these
datasets are regarded as benchmarks. However, few studies
from the past had used relatively low number of datasets.

Regarding the RQ related to the evaluation measures, two
types of evaluation metrics are involved in the meta-learning.
One is related to the performance evaluation of the candidate
algorithms on the benchmark datasets at the meta-level and
the second is evaluating the performance of algorithm rec-
ommender system. The literature show that all of the recent
studies used the multi-criteria performance evaluation metric
Adjusted Ratio of Ratios (ARR, Def 1) at the knowledge
base. Whereas, earlier studies considered only accuracy for
the performance evaluation of candidate algorithms at the
meta-knowledge database. Regarding the metrics concerning
performance measure of the algorithm recommender system
two types of metrics are considered standard and suitable
(i) Recommendation Accuracy (Def 2) (ii) Hit Ratio (Def 3).
These metrics are used in most of the studies [6], [12], [13],
[66]–[68].

2) ALGORITHMS
Candidate algorithms in the literature that are frequently
employed at the meta-level are distributed into the follow-
ing categories: (i) Instance-based algorithms (ii) Probability-
based Bayes Network and Naive Bayes, (iii) Tree-based
C4.5, (iv) Rule-based Ripper and PART (v) Support vec-
tor machines. These represents the most commonly used
algorithms for classification tasks and hence are used in
majority of the algorithm recommender systems. Beside
these algorithms some studies [6], [12], [13], have also
employed ensemble of classifiers i.e. RandomForest, Ran-
domTree, Bagging and Boosting with the simple classifiers
like Instance based, Naive Bayes, C4.5 and PART. Latest
approaches like neural networks could not be found in the
meta-learning recommender systems. It is a major limitation
in the existing studies because new approaches tend to per-
form better.

3) META-FEATURES
Initially, most of the studies used limited group of meta-
features with the SI and LM are the most widely used in
literature. Although the trend has changed and the recent
studies has used all five groups of meta-features. However,

it is not necessarily a leverage because it involves additional
cost of calculating the meta features. It is therefore important
to make this cost as minimal as possible thereby making
sure that the automatic algorithm recommendation is not
surpassed by computational cost incurred for calculating the
meta features. Moreover, it also gives rise to the problem of
high dimensionality in the feature space F which may result
in a large though redundant set of meta-features. The findings
of [80], suggest that the use of same group of meta-features in
various studies does not necessarily mean that they had used
exactly the samemeasures. Alternatively, the author proposed
a framework and developed a standard R library [50] for the
uniform and standardized generation of meta-features.

B. META-LEARNER AND META-TARGET
Concerning RQ 6, the literature survey show that researchers
have used three types of meta-target. In initial studies the
meta-target was the prediction of single best algorithm
for a particular problem. While the most commonly used
meta-target is the recommendation of a ranked list of algo-
rithms, which is used in 10 out of 20 studies, however,
the trend in recent studies has changed and the researchers
are more interested in using multiple algorithms as
meta-target.

Regarding and RQ 5, the literature shows that any algo-
rithm like Rule based, Regression, Instance based or Multi
label can be used meta as meta-learner, however more prac-
tical conditions are taken into consideration for the selection
of suitable meta-learner. The choice of meta-target also limits
the choice of meta-learner. Table 3 shows that for ranking
based meta-target only KNN based algorithm is applied as
meta-learner. It is also the most widely practiced approach
in literature. The reasons are two folds. (i) One of the pri-
mary concern in the selection of meta-learner is the ease in
extensibility of the system because a meta-learning system
accumulate knowledge and evolves with experience as more
meta-examples are added to the knowledge base. Hence,
the addition of new meta-examples to the meta-knowledge
database without the requirement of remapping the rela-
tionship of datasets and performance measures of candi-
date algorithms makes KNN a good choice for meta-learner.
(ii) Contrarily to predicting the single best algorithm it recom-
mends a ranked list of algorithmswhich providemore choices
to the end user to choose from the top three algorithms.
For Best Algorithm as meta-target, rule based and regression
algorithms are used as meta-learner in literature. ForMultiple
Algorithms as meta-target, ML-KNN [13], clustering [6],
[76], [77] are used as meta-learners in previous studies.

While there is no consensus in the literature regarding,
which algorithm to use as meta-learner, every approach has
its own merits and demerits [71]. The disadvantage of using
ML-kNN and regression algorithms as meta-learner is that
it is difficult to extend the system when new meta exam-
ples from different experiments became available. With the
addition of new examples the system has to relearn the
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relationship between meta-features and performance of algo-
rithms in meta-knowledge database.

VI. EMPIRICAL EVALUATION
As noted in the literature survey that each of the newly
proposed methods in prior works was only compared with
one or two previous methods. Moreover, the use of same
group of meta-features in the related works does not necessar-
ily mean that the authors had exactly used the same measures
for the extraction of meta-features. In addition, the type and
number of candidate algorithms and datasets also varies in
previous studies. Hence, the above mentioned impediments
and the lack of a detailed comparative study make it hard
to quantitatively assess the performance and draw generic
conclusion from literature regarding each method. The cur-
rent comparative study aims to address these shortcomings
by: (a) Comparing and assessing the performance of all the
prominent methods for classifier selection. (b) Generating
the measurable properties (meta-features) of datasets in a
standard and unified manner such that the drawback of vari-
ation among the measurable properties in previous methods
could be covered. Hence, ensuring amore fair comparison. (c)
Keeping the problem and candidate algorithm space same for
all the methods in order to ensure impartiality. (d) Assessing
performance of the algorithm recommendation methods on
each group of meta-features, and to evaluate the competence
of each group in capturing the inherent properties of datasets
that make specific learning algorithms to perform better on
particular tasks.

As described earlier, algorithm recommendation has three
important dimensions i.e., meta-features, meta-learner, meta-
target. All these dimensions are briefly described in section
section IV and summarized in Table 3. The main difference
among prior studies in literature is due to the variation of
these three important dimensions. In this comparative study,
we have compared all the prominent methods for classifier
selection that vary in these three dimensions. For better pre-
sentation of results and ease of readability, in this section
we denote each method from literature with the following
notations.

• Method A
It denotes the multi-labeled based ML-KNN
method for algorithm recommendation, in which
the meta-learner is ML-KNN and the meta-target
is a set of multiple appropriate recommended
algorithms.

• Method B
It denoted the instance based method for algo-
rithm recommendation, in which KNN is used as
meta-learner and the meta-target is a ranked list of
algorithms.

• Method C
It denote the method in which the algorithm recom-
mendation is framed in a heterogeneous network
and then link prediction technique is employed as

meta-learner to recommend appropriate set of algo-
rithms.

• Method D
It denotes the method in which similar datasets
are clustered and appropriate algorithms for each
cluster are identified.

• Method E
It denote the method in which regression algo-
rithm is used as meta-learner and the meta-target is
the recommendation of single best algorithm for a
dataset.

In order for our comparative study to be reproducible and
independently verified, We have provided details of every
step.

A. KNOWLEDGE BASE CONSTRUCTION
According to the graphical representation of themethodology
for algorithm recommendation based on meta-learning pre-
sented in Figure 2, the first major component is the construc-
tion of meta-knowledge database. Following are the details
of every step involved in the construction of meta-knowledge
base.

1) BENCHMARK DATASETS
For the construction of meta-knowledge database, 82 repre-
sentative classification datasets of varying complexity from
the standard UCI repository were used. Details of datasets
regarding the number of instances, features and classes are
given in Table 4.

2) CANDIDATE ALGORITHMS
Regarding the candidate algorithms, 17 well known repre-
sentative classification algorithms having different induction
biases are employed as candidate classifiers that are been
used in prior studies in literature. They are: two rule-based
(Ripper and PART), two probability based (Bayes Network
and Naive Bayes), tree-based C4.5, Support Vector Machine
and the Instance-based Learner (K-Nearest Neighbors).
Similarly, we employed classifier ensembles, which include
RandomTree and Tree Based RandomForest, Boosting and
Bagging with four simple classifiers i.e., IBL, Naive Bayes,
PART and C4.5.

The experiments for performance estimation of algo-
rithm recommendation methods are performed in R
version 3.5.1 [81]. The Java-based open source data-mining
software WEKA version 3.8.2 [82] is used for the per-
formance evaluation of candidate classifiers at the meta-
knowledge database and the interface from WEKA to R
was provided through RWeka Package [83]. Like the prior
studies, the candidate classifiers were used with their default
parameters in WEKA version 3.8.2, Support Vector Machine
having Polynomial Kernal and K-Nearest Neighbors having
Linear Search.

3) META-FEATURES
The five types of meta-features that are reported in the
literature for classification algorithm recommendation were
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TABLE 4. Details of datasets.

used for extracting the measurable characteristics of datasets
at the meta-knowledge database. They are (i) Statisti-
cal and Information-Theory-Based measures (ii) Problem-
Complexity-Based measures (iii) Model-Structure-Based
measures (iv) Landmarking-Based measures (v) Structural-
Information-Based measures. We used the standardized
meta-feature generation framework [49], [50] for the extrac-
tion of meta-features.

B. METRICS FOR PERFORMANCE EVALUATION OF
CANDIDATE ALGORITHMS AT META-LEVEL
Regarding the performance evaluation of candidate algo-
rithms at meta-knowledge database, we used the

multi-criteria evaluation measure ARR (Adjusted Ratio of
Ratios), which combines information about the classification
accuracy and total execution time of the learning algorithms.
We acquired ARR from the literature which is consistently
been used for performance evaluation at meta-level in sim-
ilar studies, for instance in [6], [12], [13], [71]. Likewise,
following similar studies, we performed 5×10-folds cross-
validation for estimating the performance, in order to get
stable performance. i.e., for each candidate classifier applied
on every problem, the 10 fold cross validation is repeated
5 times by randomizing the order of instances. It controls
the variation imputed by different choices of training and test
instances [84]. Moreover, the performance metrics obtained
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from the cross validation is further used in the MCP for
identifying appropriate algorithms for each dataset.

According to literature [12], [71], ARR is defined as
Definition 1 (ARR):

ARRdkAi,Aj =
accki /acc

k
j

1+ α.log(tki /t
k
j )

(1 ≤ i 6= j ≤ x, 1 ≤ k ≤ n)

(1)

ARRdkAi =
1

x − 1

∑x

j=1∧j 6=i
ARRDkAi,Aj (1≤ i 6= j≤x, 1≤k≤n)

(2)
The x and n in the above equation represent the number

of candidate algorithms and datasets respectively. The accki
denotes the classification accuracy and ti represent the run-
time of algorithm Ai on a dataset dk respectively. The ARR
value for each candidate algorithm on a dataset is calculated
using equation 2. Here α represent the user-defined trade-
off coefficient for relative importance of accuracy and run-
time of candidate algorithms. It corresponds to the amount
of accuracy that the end-user is willing to compromise for
choosing algorithms that have low run time [6]. When the
value of α is set to 0, it means that only accuracy is considered
for the evaluation of algorithm, also called single criteria.
In this work we have set the α value to 0 and 0.05% in order
to evaluate the methods in both the single and multi-criteria
performance evaluation metrics.

C. RECOMMENDATION MODEL CONSTRUCTION
After the construction of meta-knowledge database for meta-
learning based algorithm system, the next step is recommen-
dation model construction as shown in Figure 2. For method
A [13], method C [12] andmethodD [6], themeta-knowledge
database is first transformed into learning dataset according
tho the procedure (MCP) presented in section III and then
their corresponding meta-learners are trained on them as
described in section (Meta-learner) IV-B. Likewise, meta-
learners for method B and E are trained on the meta-data
as described in section (Meta-learner) IV-B of the literature
survey.

Following the literature, we have used the corresponding
meta-learners that are employed for each method in the lit-
erature. For method A the multi-labeled (ML-KNN) [48] is
used as meta-learner. Regarding method B, the well known
Instance base learner (KNN) [85] is used as meta-learner that
is been used in previous algorithm recommendation studies
[66], [71] as a benchmark. For method C, the similarity
based link prediction [86] algorithm is used as meta-learner.
Regarding method D, the well known Expectation Maxi-
mization algorithm [87] and for method E, we used linear
regression [85].

D. METRICS FOR EVALUATION ALGORITHM
RECOMMENDATION METHODS
Regarding the performance evaluation of algorithm recom-
mendation methods, we adopted metrics from the literature
that are used in majority of the prior works [6], [12], [13],

[66]–[68]. First we present some basic notations in order to
better understand the metrics.

Let A = {a1, a2, a3, ax} denotes the set of all can-
didate algorithms and D = {d1, d2, d3 . . . .dn} represents
the N number of benchmark datasets. The meta-examples
obtained from the N number of datasets are denoted by M =
{m1,m2,m3 . . .mn}. Every mi in M represent a dataset di and
is a row < Xi,Yi > (1 ≤ i ≤ n). Here Xi is the set of meta-
features generated from di and Yi ⊆ A represents the set of
actual appropriate algorithms on di. Then for any problem di,
suppose Zi be the set of algorithms recommended by a meta-
learning system. Then based on these notations the metrics
can be defined as
Definition 2 (Recommendation Accuracy):

RecAcc(mi) =
|Yi ∩ Zi|
|Yi ∪ Zi|

(1 ≤ i ≤ n) (3)

RecAcc(M ) =

∑n
i=1 RecAcc(mi)

N
(4)

The recommendation accuracy for each method is calcu-
lated through equation 4.
Definition 3 (Hit Rate):

HitRate(mi) =

{
1, if Zi ∩ Yi 6= ∅
0, Else

(5)

HitRate(M ) =

∑n
j=1 HitRate(mi)

N
(6)

The Hit Rate matrix corresponds to the probability of
appropriateness of recommended set of algorithms Zi. When
the value of Hit Rate matrix for a dataset {di} is equal
to 1, it indicates that the set of recommended algorithms Zi
contains at least one algorithm from the set of appropriate
algorithms Yi. The performance on the Hit Rate matrix for
each method is calculated on equation 6. The higher values
of these metrics indicate better performance of the algorithm
recommendation systems. It could be noted that the definition
of Recommendation Accuracy in equation 3 is quite tough
and it penalize the performance on each inappropriate algo-
rithm that is recommended by the system. This definition of
recommendation accuracy metric is very tough condition for
method E. Moreover, this method in the literature is also not
evaluated on the same metric. Hence, for fair comparison we
have not consideredmethod E for comparison on Recommen-
dation Accuracy metric.

E. RESULTS AND DISCUSSION
1) HIT RATE
The performance of algorithm recommendation methods on
each group of meta-features in terms of Hit Rate are shown
in Figure 4 (α = 0, Accuracy) and 5 (α = 0.05, Accuracy
+ Runtime). One other reference value in the results is also
presented i.e. mean performance of every method on each
group of meta-features, represented by the dotted line in the
figures. It can be observed from Figure 4 and 5 that Method
C (link prediction) and D (Clustering based) showed good
performance. The mean Hit Rate (92%) of these methods

VOLUME 8, 2020 10275



I. Khan et al.: Literature Survey and Empirical Study of Meta-Learning for Classifier Selection

FIGURE 4. Comparison of algorithm recommendation methods on five groups of meta-features in terms of Hit Rate matrix on single
criteria (Accuracy, α = 0 in ARR).

are almost equal and high from the rest of the methods.
It means that in the set of recommended algorithm by these
methods for any classification problem, there is 92% prob-
ability that the set of recommended algorithms will contain
at least one really appropriate algorithm which can achieve
best performance on the given problem. Regarding method A
(ML-KNN), which consider algorithm recommendation as a
multi-label learning problem, the Hit Rate is also above 90%,
closely followed by method B (KNN) but slightly lower than
method C and D, which shows that these methods are also
competent for classification algorithm recommendation. Hit
Rate of method B (KNN) is almost 89%, while that E is the
lowest among all. As described earlier, that it is easy to extend
and add new meta-examples in method B, which is one of
the meta-learning based algorithm recommendation systems
i.e., to adapt and learn with experience, that is why this
approach is been used in most of the prior studies. Moreover,
It can be noted from Figure 5, that the performance of all
the methods slightly decreased on the multi-criteria ARR
(α = 0.05). The reason is due to the fact that increasing
the value of α in the multi-criteria ARR metric, accord-
ing to the Definition 2, the set of appropriate algorithms
decreases because the end users only wants those algorithms
that have low runt time and high performance. As a whole the
results of Hit Rate matrix on strategy A,B,C, and D demon-
strate that they are adequate for classification algorithm
recommendation. Regarding meta-features it can be noted
from Figure 4 and 5 that usually the Hit Rate of all the meth-
ods is better on structural information theoretic measures.
Overall the five groups of meta-features showed that they
have the ability in identifying the hidden pattern in datasets

and relating it to the inherent biases of different candidate
classifiers for the recommendation of appropriate algorithms.

2) RECOMMENDATION ACCURACY
The performance of algorithm recommendation methods
in terms of recommendation accuracy metric is shown
in Figure 6 (α = 0, Accuracy) and 7 (α = 0.05, Accuracy
+ Run Time). The findings show that method C performs
better with recommendation accuracy of 52%. The recom-
mendation accuracy of method A is slightly lowers than C,
closely followed by B. The performance of method D is poor
on Recommendation Accuracy matrix as compared to its per-
formance on Hit Rate matrix. As described in section IV-B,
the reason is that in this method the datasets at the meta-
level are clustered into various clusters based on similarity
and then relevant suitable algorithms with nearest cluster are
recommended for a dataset. The number of similar datasets
in each cluster identified through the clustering approach are
usually high. Hence the number of appropriate algorithms for
each cluster is also high which are recommended as appropri-
ate algorithm for a classification task. The higher number of
algorithms recommended for a task increases its probability
of containing at least one algorithm that perform best on the
given task, which boost its performance on Hit Rate matrix.
Nevertheless it also increases the chances of imputing unsuit-
able algorithms, which degrade its performance on Recom-
mendation Accuracy matrix. The same pattern of Hit Rate
and Accuracy regarding method D is also observed in another
study [13]. As a matter of fact, the definition of recommen-
dation accuracy (Definition 2) is very tough in the context
of algorithm recommendation as it penalize the performance
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FIGURE 5. Comparison of algorithm recommendation methods on five groups of meta-features in terms of Hit Rate matrix on
multi-criteria (Accuracy+Runtime, α = 0.05 in ARR).

FIGURE 6. Comparison of algorithm recommendation methods on five groups of meta-features in terms of recommendation accuracy
matrix on single-criteria (Accuracy+Runtime, α = 0 in ARR).

by recommending inappropriate algorithms. Despite the strict
definition of algorithm recommendation accuracy, the perfor-
mance of method A,B, and C have demonstrated its adequacy
on Recommendation Accuracy matrix.

As demonstrated in the results and discussed earlier,
the generalization and adapting with experience ability of

meta-learning systems for algorithms recommendation had
compelled researchers to build stand-alone tools for algo-
rithm recommendation and also to integrate these promi-
nent methods into the current open source tools for machine
learning, e.g. WEKA [9]. Moreover, the current focus is
also to integrate these methods into famous machine learning
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FIGURE 7. Comparison of algorithm recommendation methods on five groups of meta-features in terms of recommendation accuracy
matrix on multi-criteria (Accuracy+Runtime, α = 0.05 in ARR).

libraries in Python and R in order to provide intelligent assis-
tant to end users regarding algorithm selection e.g. AUTO-
SKLEARN [24].

VII. CONCLUSION AND FUTURE PROSPECTS
In this section, we present conclusion of our work and high-
lighted the current challenges along with suggesting future
research directions.

A. CONCLUSION
In this work, we have deeply analyzed the problem of meta-
learning based classification algorithm recommendation. The
survey part of this paper present a thorough overview of
important dimensions ofmeta-learning for classifier selection
and answer six research questions that were formulated on
three important dimensions i.e., meta-features, meta-learner
and meta-target. Related work from literature is summa-
rized and critically analyzed in this regard. The performance
of algorithm recommendation methods is largely dependent
on the quality of meta-features. It determines the intrinsic
properties of dataset which are used by meta-learner to asso-
ciate it with the inherent biases of various candidate algo-
rithms. Though much progress has already been made in this
direction and five groups of meta-features are proposed in
literature, but still development of more efficient and low
computational cost meta-features is a challenge and active
research area.

After considering the results form extensive empirical
study regarding the performance of various meta-learning
methods on unified groups of meta-features, measured by
recommendation accuracy and hit rate matrix, we reached the
following conclusions. The Link Prediction, Multi-labeled

(ML-KNN) and Instance based (KNN) based method offer
the best performance for classifier selection. However, tech-
nical issues that affect the performance and increase the com-
putational cost must be taken into consideration when devel-
oping a meta-learning system for algorithm recommendation.
For instance, systems that are easy to extend and manage
in future for incorporating more meta-examples and candi-
date classifiers are generally preferred because such systems
better utilize the core concept of learning and adapting with
experience overtime.

Overall, our deep analysis show that meta-learning have
demonstrated success in automatic algorithm recommenda-
tion and apart from the experimental research studies, prac-
tical tools have also been developed that assist users in
automatic algorithm selection e.g., the meta-learning based
AUTO-SKLEARN, which is build on the famous Python
Scikit-learn library won first phase of ChaLearn(Challenges
in Machine Learning) AutoML challenge in 2015 [88]. How-
ever, there are still many challenges that needs to be addressed
in the realm of algorithm selection based on meta-learning.
In the following subsection, we present some of the take-
aways from our work in terms of challenges and future
research direction.

B. CHALLENGES AND FUTURE DIRECTIONS
Following are some of the takeaways from the survey in terms
of challenges and future research direction.

• One of the limitations of developing algorithm
recommender system is the computational cost
associated with the evaluation of all the can-
didate algorithms in the algorithm space A on
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all the datasets in the problem space P. Further-
more, increasing the number of candidate algo-
rithms or datasets increase the computational cost
of developing the meta-knowledge database. This
hinders the rigorous exploration of the algorithm
and problem space. Although the relevant studies in
literature have used reasonable number of candidate
algorithms and datasets, still the initial computa-
tional cost is high for building the system.
This drawback can be cover in future works by
incorporating data in the meta-knowledge database
from platforms like OpenML (Open Machine
Learning) [89]. It is a collaborative science platform
having an on-line data repository in which scientists
share their experimental results from the application
of algorithms on datasets. It also support advance
searching and querying that enables researchers
to reuse that information in meta-learning studies.
It would not only reduce the computational cost
but will also provide the opportunity to rigorously
explore the problem and algorithm space and will
ensure that no bias is induced into the system at
meta-level.

• One important issue in meta-learning based
algorithm recommendation is the additional com-
putational cost associated with the extraction of
meta-features. keeping this additional cost minimal
is still a challenge. Moreover, there is still a need
for developing more optimal techniques for the
extraction of meta-features. The current measures
like statistical, information-theoretic and structural
information based present a global overview of
distribution of the problems, as they are extracted
by averaging the results of the measures on the
entire dataset, typically smoothing the real distri-
bution. Hence, alternatively more dataset charac-
terization techniques should be developed that take
into account the problem distribution in such a way
that is more related to the learning performance.

• The literature also lacks detailed analysis of the
meta-features. There is a need for a detailed analysis
of the combination of individual measures across
various groups of meta-features in order to remove
redundancy. It will not only lower the computa-
tional cost of extracting the meta-features but can
also improve the accuracy of the recommender sys-
tem.

• The latest approach of imitating the meta-
knowledge database in a heterogeneous network
and then employing link prediction technique for
algorithm recommendation shows better perfor-
mance [12]. However, it still suffers from the
drawback of the optimal value for the parame-
ter K for identifying similar datasets through the
KNN approach. Moreover, the value of K remain
fixed for all the datasets. However, the number of

similar datasets could not be same for all task at the
meta-level, which may degrade performance of
the system. In future the use of automatic cluster-
ing techniques for identifying the similar datasets
should be investigated to check if it can boost the
performance of algorithm recommender system.

• Although the existing studies had used reasonable
number of standard classification algorithms yet
there is a need to include more state of the art algo-
rithms in future studies e.g., XGBOOST, Gradient
Boosting Machines and LightGBM.

• For algorithm recommendation, meta-learning uti-
lize knowledge obtained from the experience of
application of algorithms to similar tasks. It would
be intriguing to investigate, if the information
among the candidate classifiers can appropriately
be leveraged in a meta-learning setup for perfor-
mance improvement, as prior evidence suggest that
generalization performance is improved by lever-
aging valuable information contained in several
related tasks [90].

Contrary to the prior surveys, by doing this detailed analysis
which specifically focus on classification algorithm recom-
mendation based on meta-learning, we expect that the short-
comings and challenges highlighted in this paper would fur-
ther be addressed in upcoming works. Furthermore, we hope
that this work will also provide a guideline and prove to be
an important source for researchers, who wish to apply meta-
learning to algorithm selection.
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