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ABSTRACT A less-complex semi-globally practical finite-time stability (SGPFS) result is presented for
thyristor-controlled series compensation (TCSC) model of the power system by using dynamic surface
control (DSC), H∞ control and prescribed performance control (PPC) in this paper. Meanwhile, a set of
preassigned finite-time functions (PFTF) are chosen. The designed controller makes the rotor angle converge
to a predefined arbitrary small area within a finite-time interval and other states of the closed-loop system
are bounded. In addition, the proposed design method is simpler and the presented result is also easier to be
achieved. Finally, simulation results are given to verify the effectiveness and superiority of the theoretical
finding.

INDEX TERMS Power systems, TCSC, semi-globally practical finite-time control, dynamic surface control,
H∞ theory.

I. INTRODUCTION
A. REVIEW AND INSPIRATION
As a representative device of flexible AC transmission sys-
tems, the control study of the thyristor controlled series com-
pensation (TCSC) has received significant attention due to its
transient stability enhancement, damping control and voltage
regulation. The merit of TCSC, as shown in [1], lies in that
it can not only improve the stability of the power system
during a process of the long-distance transmission, but also
reduce transmission line’s equivalent electric distance. Based
on the advantages, numerous researchers devote to design
the corresponding controller for TCSC from a wide range
of objectives and a large number of profound results have
also been achieved. In [2], TCSC controllers are designed
by using the linear matrix inequality (LMI) to achieve the
coordination of multi-machine, and a optimization algorithm
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is employed to minimize the H∞ norm. Authors in [3] and
[4] investigate the stability problem for TCSC with the help
of the frequency domain method and linear quadratic gaus-
sian (LQG) technique, respectively. But, the above-discussed
results are obtained by virtue of the linearizationmodel ignor-
ing the nonlinear nature. As a result, the passivity control, pre-
feedback and Hamiltonian method are combined to improve
stability of the nonlinear power system in [5]. Together with
Minimax and adaptive backstepping schemes, authors of [6]
develop a disturbance attenuation controller for TSCSmodel.
In [7], a nonlinear PI adaptive controller is designed for
TCSC. A modified harmony search method is adopted to
design a coordinate TCSC and power system stability (PSS)
controllers in [8] where the interaction of controllers with
the aid of minimizing the objective function is improved.
Based on the chaotic optimization theory, a fuzzy controller
is introduced for the model of TCSC in [9], in which only the
local signal is utilized rather than wide area signal. Recently,
some novel control algorithms are presented in [10]–[12].
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In [10], a new design scheme is given for multi-machine
power systems together with the nonlinear TCSC controller
by using the zero dynamic technique. The design problem
of the sliding mode controller is addressed in [11] along
with a disrupted oppositional learned gravitational search
algorithm. Under the actuator saturation, a wide-area robust
control method is discussed in [12] for TCSC to ensure that
the damping of the oscillation among areas can be enhanced.

On the other hand, during the past decades, the finite-time
control (FTC) of nonlinear systems has become an exciting
research field. A great deal of results have also been achieved
(see [13]–[18] and references therein) where various non-
linear systems are included such as strict-feedback systems,
non-strict feedback systems, stochastic systems, switched
systems etc. FTC has been also widely applied to numerous
fields such as spacecraft, underwater vehicles, bank-to-turn
missiles, mobile robots and network systems, to just name
a few. It is interesting that these results are obtained based
on three sufficient conditions, that is, V̇ (t) + c1V α (t) ≤ 0,
V̇ (t) + c1V α (t) + c2V (t) ≤ 0 or V̇ ≤ −c1V α + b with
c1 > 0, c2 > 0, b > 0 and 0 < α < 1. Moreover,
most of designed ideas are achieved via an ‘‘adding power
integration’’ (API) technique proposed in [19] by Lin et al.
But, the API method makes the design process of finite-time
controllers very sophisticated, which limits the application of
FTC to some extent. It is worth noting that an obviousmerit in
[20] and [21] is its simplicity. However, only local finite-time
results are obtained owing to the utilization of a homogeneous
approximation, and the considered nonlinear systems must
be homogeneous. [22] and [23] propose a simpler finite-
time controller design procedure for nonlinear systems and
high-order multi-agent systems by employing a time-varying
scaling function, respectively. However, up to now, there have
been a few research papers which focus on simplifying finite-
time design process. Therefore, it is still an open area and
necessary to be further investigated.

As is well known, the dynamic surface control (DSC) (see
[24]–[27] and references therein) can be used to address the
problem of ‘‘explosion of complexity’’ of backstepping.With
the help of DSC, repeated differentiations with respect to
virtual control laws are eliminated, which results in a sim-
pler design process. Besides, another control method called
prescribed performance control (PPC) (see [28]–[31] and ref-
erences therein) compels the output tracking error to remain
a predefined region all the time. Meanwhile, the error trajec-
tory converges to an arbitrary small zone at steady state by
choosing an appropriate performance function and an error
transformation function. However, it is worth emphasizing
that all the performance functions in [29]–[31] attenuate to
a preset area in infinite-time.

Note that a simple design process and a low-complexity
compute are very necessary during the controller process,
however, the existing methods for the considered power sys-
tem exist two problems. On one hand, the issue on the ‘‘explo-
sion of terms’ caused by backstepping technique [6], [7]
increases the computational burden of control method. On the

FIGURE 1. A single-machine infinite-bus system with TCSC.

other hand, the existing practical finite-time approaches need
multiple inequality amplification [14]–[16], which results
in a large control input. In view of the above cases, this
paper considers to use DSC scheme to reduce computa-
tional burden of the presented design method. Meanwhile,
a novel finite-time design idea is introduced to simplify
design process of the existing methods. Due to that the
external disturbances are inevitable, an effective robust con-
trol technique, that is, H∞ control, is combined in this
work. To the best of authors’knowledge, thus far, there is
no reported research about the semi-globally practical finite-
time stability (SGPFS) for TCSC by means of PPC, DSC
and H∞ control. Inspired by some preliminary results in
the design of TCSC and nonlinear finite-time controllers,
a challenging problem is to be considered, namely, how to
simplify an SGPFS controller design process for TCSC power
system via DSC and PPC.

B. MAIN CONTRIBUTIONS OF THIS WORK
A single-machine infinite-bus system with TCSC shown
in Fig. 1 and the model of TCSC system is described by the
following state space form [5].

δ̇ = ωsω

ω̇ =
1
M

(
Pm − Dω − E

′

qVsytcsc sin δ
)
+ d1

ẏtcsc =
1

Ttcsc
(u− ytcsc + ytcsc0)+ d2

y =
[
q1δ
q2ω

]T
(1)

where δ, ω and M are the rotor angle, the rotor speed, the
inertial coefficient of the generator, respectively. ytcscs is
the admittance with ytcsc = 1

X
′

d6−Xtcsc
and ytcsc0 being the

steady value of y tcsc. D is the damping coefficient. Xtcsc is
equivalent reactance of TCSC and X

′

d6 = X
′

d + XT + XL
is the external perimysium reactance with X

′

d , XT and XL
being the transient reactance of generator d-axis, transformer
reactance and transmission line reactance, respectively. ωs
represents the synchronous angular velocity. E

′

q, Vs, Pm and
Ttcsc denote the q-axis transient potential, the infinite bus
voltage, the mechanical power of the prime motor and the
inertia time constant of TCSC, respectively. u ∈ R stands
for the control input. y is the output with q1 and q2 being
the nonnegative constant. d = [d1, d2]T denotes the external
disturbances.

The novelties and contributions are listed as follows:
1) This paper is the first attempt to provide a less-complex

finite-time controller design procedure with API, PPC and
DSC, which is also used to address the finite-time control
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problem for power systems for the first time. It should be
pointed out that the dynamic surface control, practical finite-
time control and H∞ theory are employed to address “explo-
sion of complexity”, finite-time convergence and external
disturbances, respectively. As a result, the control objective
cannot be simultaneously achieved by only utilizing single
technique.

2) A novel sufficient condition for SGPFS is given to guar-
antee that the generator rotor angle converges to a prescribed
area in finite-time in this work, which is different from that
in [2]–[5], [5]–[12].

3) In contrast to [13]–[15], the settling time is independent
of design parameters and initial conditions, and the presented
finite-time control law is smooth, which guarantees that the
solution to the closed-loop system is unique.

4) A recursive process is employed to design a SGPFS
controller, which ensures that the influence of disturbances
on the output of TCSC is attenuated up to a given degree.

The rest of this paper is organized as follows. Section II
states some useful definitions and lemmas. A model transfor-
mation is constructed in III. Then, the main result of this work
is shown in Section IV. In Section V, the stability analysis
is given. Section VI demonstrates simulation results. Finally,
the conclusion is summarized in Section VII.

II. PROBLEM STATEMENT AND PRELIMINARIES
The control objectives of this paper are that a less-complexity
controller is designed to ensure that i) the generator rotor
angle converges to a predefined region within a finite-time
interval and satisfies the corresponding transient and steady-
state performances; and ii) all the signals of the closed-loop
system are bounded; iii) when the disturbances are zero,
the output of the system is bounded, when they are not equal
to zero, the following inequality holds.∫ t

0
‖y‖2 dt ≤ ς

∫ t

0
‖d‖2 dt + υ (2)

with ς and υ being two positive constants. To achieve the
above objectives, the following definition is given first.
Definition 1 ( [32], [33]): A smooth function ρ (t) is

called a preassigned finite-time function (PFTF), if it
⊕

satisfies three properties: 1) ρ (t) > 0; 2) ρ̇ (t) ≤ 0; 3)
limt→Tf ρ (t) = ρTf > 0 and ρ (t) = ρTf for any t ≥ Tf
with ρTf and Tf being the arbitrarily small constant and the
settling time, respectively.

In this work, a PFTF is defined by (3).

ρ (t) =


(
ρ0 −

t
Tf

)
e

(
1−

Tf
Tf −t

)
+ ρTf , t ∈ [0,Tf )

ρTf , t ∈ [Tf ,+∞)
(3)

with ρ0 > 5
4 and ρTf > 0.

Remark 1: It is worth noting that (3) satisfies all the prop-
erties mentioned in Definition 1. Moreover, ρ (0) = ρ0 +

ρTf is the initial value of ρ (t), and limt→Tf ρ (t) = ρTf .
Besides, the proof of the smoothness of ρ (t) can be found
in [32] and [33].

Remark 2: Performance functions ρ(t) possess the prop-
erty of finite-time convergence, however, the conventional
performance functions (4) and (5) (see [29], [30] and [31])
do not have this property, which is a key difference between
(3) and (4)-(5).

ρ1(t) = (ρ0 − ρ∞) e−θ t + ρ∞ (4)

ρ2(t) = coth (µt + ι)− 1+ ρ∞ (5)

where ρ0, ρ∞, θ , µ and ι are positive design parameters.
Next, transformation functions are chosen as

S (ε) =
eε − e−ε

eε + e−ε
(6)

where ε represents the transformed error.
Remark 3: It is easy to know that S (ε) possesses the

following properties: 1) it is a smooth and strictly increasing
function; 2) S (ε) ∈ (−1, 1) ; 3) limε→+∞ S (ε) = 1 and
limε→−∞ S (ε) = −1.
In order to achieve the objective i), the following equality

is made.

δ = ρ (t) S (ε) , i = 1, · · · , n (7)

Remark 4: It follows from −1 < S (ε) < 1 and ρ(t) > 0
that −ρ(t) < ρ(t)S (ε) < ρ(t) holds, which results in
−ρ(t) < δ < ρ(t). Hence, the generator rotor angle δ can
be restrained in (−ρ(t), ρ(t)) if and only if ε is bounded.
In addition, due to the decreasing performance of ρ(t), δ
will be confined within the following set during a finite-time
interval.

1 = {δ ∈ R : |δ| ≤ ρi,Tf , t ≥ Tf } (8)

which explains that the objective i) is achieved.
Next, to obtain the main result, the following definition and

lemmas are given.
Definition 2 ( [18]): Consider a nonlinear system (9).

ẋ = f (x) (9)

with x being a state vector. It is assumed that f (x) : �→ Rn

is continuous on an open neighbourhood� of the origin with
f (0) = 0. If there are ς > 0 and 0 < T (x0) < ∞ for each
initial condition x (0) = x0 such that the following inequality
holds

‖x (t)‖ ≤ ς, t ≥ T

where T (x0) denotes a settling time, then the origin of system
(9) is called to be semi-globally practical finite-time stable
(SGPFS).
Lemma 1 ( [18]): The trajectory of system (9) is SGPFS,

if there exist a C1 function V (x) > 0 with V (0) = 0 and
three positive numbers m > 0, 0 < ζ < 1 and 0 < 4 < ∞

such that

V̇ (x)+ mV ζ (x) ≤ 4 (10)

where V (x) is defined on a neighbourhood U ⊂ Rn of the
origin.
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III. MODEL TRANSFORMATION
Before giving the transformed model, the TCSC model (1)
can be rewritten as (11) with x1 = δ, x2 = ω and x3 = ytcsc.

ẋ1 = h1x2 + f1
ẋ2 = h2x3 + θx2 + f2 + d1
ẋ3 = h3u+ f3 + d2

y =
[
q1x1
q2x2

]T
(11)

where h1 = ωs, h2 = − 1
M E

′

qVs sin x1, h3 =
1

Ttcsc
, f1 = 0,

f2 = 1
M Pm, f3 = −

1
Ttcsc

(x3 − x30) and θ = − D
M is unknown

parameter due to the existence of unknown parameter D.
Moreover, θ is estimated online.

It is worth noting that sin x1 6= 0 when the system is run-
ning stably. Therefore, a new model with respect to variable
ε will be established in this section. In view of (7), one has

ẋ1 = ρ̇(t)S (ε)+ ρ(t)
∂S (ε)
∂ε

ε̇ (t) (12)

From (7), (11) and (12), it is easy to know that (13) holds.

ε̇ =
h1x2 + f1 − ρ̇(t)S (ε)

ρ(t) ∂S(ε)
∂ε

= h̄1x2 + f̄1 (13)

where h̄1 =
h1

ρ(t) ∂S(ε)
∂ε

and f̄1 =
f1−ρ̇(t)S(ε)
ρ(t) ∂S(ε)

∂ε

.

Then, (11) is rewritten as the following form.

ε̇ = h̄1x2 + f̄1
ẋ2 = h2x3 + θx2 + f2 + d1
ẋ3 = h3u+ f3 + d2

y =
[
q1x1
q2x2

]T
(14)

IV. SEMI-GLOBALLY PRACTICAL FINITE-TIME
CONTROLLER DESIGN FOR TCSC
In this section, a semi-globally practical finite-time controller
will be designed and the whole controller design process
contains the following three steps. First, a set of dynamic
surfaces are given by (15).

z1 = ε

z2 = x2 − s1
z3 = x3 − s2 (15)

where si, i = 1, 2, are the output of the filter introduced in
the sequel.
Step 1: Differentiating z1 with respect to time yields

ż1 = h̄1x2 + f̄1 (16)

The virtual controller law is chosen as

α1 = −
1

h̄1

(
k1z1 + f̄1 +

1
2
h̄21z1

)
(17)

where k1 > 0 is a design parameter. It is well known that the
backstepping design method is subject to the issue of ‘‘explo-
sion of terms’’. Hence, in order to avoid it, the following low-
pass filter with a time constant τ1 is employed.

τ1ṡ1 + s1 = α1, s1 (0) = α1 (0) (18)

Step 2: Taking the time derivative of z2 gives

ż2 = ẋ2 − ṡ1

= h2x3 + θx2 + f2 + d1 −
α1 − s1
τ1

= h2z3 + h2s2 + θ (z2+s1)+f2 + d1−
α1 − s1
τ1

(19)

A virtual controller α2 is taken as

α2 = −
1
h2

[
k2z2 +

z2
4γ 2

1

+
1
2
h22z2 + θ̂ (z2 + s1)

−
α1 − s1
τ1

+ f2 + h̄1z1

]
(20)

where k2 > 0 and γ1 > 0 represent the design parameters, θ̂
is the estimation of θ .

Similar to Step 1, a low-pass filter with a time constant τ2
is selected as (21).

τ2ṡ2 + s2 = α2, s2 (0) = α2 (0) (21)

Step 3: In the same way, ż3 can be written as

ż3 = ẋ3 − ṡ2 = h3u+ f3 + d2 −
α2 − s2
τ2

(22)

It follows that the real controller in Step 3 can be selected
by (23).

u = −
1
h3

(
k3z3 −

α2 − s2
τ2

+
z3
4γ 2

2

+ f3 + h2z2

)
(23)

Remark 5: It follows from Section III that h̄1 6= 0
and hi 6= 0 with i = 2, 3. As a consequence, the functions
in (17 ), (20) and (23) are well defined.
Remark 6: An important advantage of dynamic surface

control (DSC) is to avoid “explosion of terms” caused by
backstepping technique. For some low-order systems, such as
first-order or second-order systems, it is indeed not necessary
to use DSC, however, the considered single-machine system
is third-order system. Although it is not very complex, the uti-
lization of DSC can indeed reduce computational burden.
Because if DSC technique is employed during the controller
design, then α̇1 needs to be calculated by

α̇1 =
∂α1

∂z1

(
∂α1

∂x1
ẋ1 +

∂α1

∂ρ
ρ̇

)

+
∂α1

∂ h̄1

∂ h̄1
∂ρ
ρ̇ +

∂ h̄1

∂
(
∂S(ε)
∂ε

) ∂S2 (ε)
∂ε2


+
∂α1

∂ f̄1

∂ f̄1
∂ρ
ρ̇ +

∂ f̄1
∂S (ε)

Ṡ (ε)+
∂ f̄1

∂
(
∂S(ε)
∂ε

) ∂S2 (ε)
∂ε2
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from which, it is a little difficult to compute the derivative of
α1. In addition, the derivative of α2 will be more complicated
due to calculation of α̇1. As a result, it is necessary to utilize
DSC to simplify the design process.

V. STABILITY ANALYSIS
The stability analysis of the closed-loop system is carried out
and the main result is given in this section. First, a set of
boundary layer errors are defined by

ei = si − αi, i = 1, 2 (24)

According to (15)-(17) and (24), (25) holds. Together with
(15) (19), (20) and (24), (26) holds. Similarly, (27) holds by
combining with (15) and (22)-(24 ).

ż1 = −k1z1 + h̄1z2 + h̄1e1 −
1
2
h̄21z1 (25)

ż2 = −k2z2 − h̄1z1 −
1
2
h22z2 −

z2
4γ 2

1

+ θ̃ (z2 + s1)

+ h2 (z3 + e2)+ d1 (26)

ż3 = −k3z3 − h2z2 −
z3
4γ 2

2

+ d2 (27)

and boundary layer errors ė1 and ė2 can be rewritten as

ė1 = −
e1
τ1
+�1 (z1, z2, ρ, ρ̇, ρ̈) (28)

ė2 = −
e2
τ2
+�2

(
z1, z2, z3, ρ, ρ̇, · · · , ρ(4)

)
(29)

where�1 (·) and�2 (·) represent the derivative of the virtual
controller α1 and α2. Moreover, it is easily seen that they are
continuous functions.

Next, the main result of this paper is given by choosing a
Lyapunov function V

V =
3∑
i=1

1
2
z2i +

2∑
i=1

1
2
e2i +

1
2µ
θ̃2 (30)

where θ̃ = θ − θ̂ with θ̂ being the estimation of θ .
Taking the time derivative of the Lyapunov function V

produces

V̇ = z1ż1 + z2ż2 + z3ż3 + e1ė1 + e2ė2 −
1
µ
θ̃
˙̂
θ

= −k1z21 − k2z
2
2 − k3z

2
3 + h̄1z1e1 + h2z2e2

−
z22
4γ 2

1

−
z23
4γ 2

2

+ z2d1 + z3d2

−
e21
τ1
−
e22
τ2
+ e1�1 + e2�2

−
1
2
h̄21z

2
1 −

1
2
h22z

2
2

−
1
µ
θ̃
[
˙̂
θ − z2 (z2 + s1) µ

]

Due to the following inequalities

h̄1z1e1 ≤
1
2
h̄21z

2
1 +

1
2
e21

h2z2e2 ≤
1
2
h22z

2
2 +

1
2
e22

z2d1 = −

∥∥∥∥ z2
2γ1
− γ1d1

∥∥∥∥2 + z22
4γ 2

1

+ γ1 ‖d1‖2

≤
z22
4γ 2

1

+ γ1 ‖d1‖2

z3d2 = −

∥∥∥∥ z3
2γ2
− γ2d2

∥∥∥∥2 + z23
4γ 2

2

+ γ2 ‖d2‖2

≤
z23
4γ 2

2

+ γ2 ‖d2‖2

Then, V̇ can be rewritten as

V̇ ≤ −
3∑
i=1

kiz2i +
1
2
e21 +

1
2
e22 −

1
µ

[
˙̂
θ − z2 (z2 + s1) µ

]
+ γ1 ‖d1‖2+γ2 ‖d2‖2−

e21
τ1
−
e22
τ2
+e1�1+e2�2 (31)

For any given p, define a compact set

8 =

{[
z̄T + ēT + θ̂T

]T
: V ≤ p

}
⊂ R5

with z̄ = [z1, z2, z3]T and ē = [e1, e2]T. Therefore, there
exist Qi > 0 such that |�i (·)| ≤ Qi on the set 8 because of
the continuity of �i (·) with i = 1, 2. According to Young’s
inequality, (31) becomes

V̇ ≤−
3∑
i=1

kiz2i −
2∑
i=1

(
1
τi
−1
)
e2i +2+ς

(
‖d1‖2 + ‖d2‖2

)
(32)

with 2 =
∑2

i=1
1
2Q

2
i , ki > 0, 0 < τi < 1, γ = max{γ1, γ2}

and the adaptive law is defined by

˙̂
θ = z2 (z2 + s1) µ− ~θ̂ (33)

It follows from (30) and (32) that (34) holds.

V̇ ≤ −2λV + 2̄+ γ
(
‖d1‖2 + ‖d2‖2

)
(34)

with 2̄ = 2 + ~
2µ θ̂

2, λ = min
{
2ki, 2

(
1
τj
− 1

)
, ~2µ

}
,

i = 1, 2, 3 and j = 1, 2.
Case 1: The disturbances are equal to zero, that is,

d1 = d2 = 0. Integrating (34) on [0, t] produces

0 ≤ V ≤
2̄

2λ
+ V (0) e−2λt (35)

which results in that all the signals zi and ej, i = 1, 2, 3,
j = 1, 2 are bounded. It follows from (17) and (24) that α1
and s1 are bounded. Due to the boundedness of s1 and z2, x2 is
bounded. In the similar way, it can be inferred that α2, s2 and
u are bounded. In addition, it can be concluded that the state
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x1 converge to the predefined zone by means of finite-time
performance functions ρ (t) in (3) and state transformations
in (7).
Case 2:When d1 6= 0 and d2 6= 0, (32) can be rewritten as

V (t)− V (0)

≤

∫ t

0

[
−k1z21 − k2z

2
2 + 2̄+ γ

(
‖d1‖2 + ‖d2‖2

)]
dt (36)

which implies that∫ t

0

(
k1z21 + k2z

2
2

)
dt ≤ γ

∫ t

0
‖d‖2 dt + 2̃ (37)

with 2̃ = V (0) + 2̄. In order to verify (2) holds, it is first
to explain that q21x

2
1 ≤ k1z

2
1 and q

2
2x

2
2 ≤ k2z

2
2. It follows from

(7) and S2 (ε) ≤ ε2 that q21x
2
1 ≤ q21ρ

2
0ε

2
= q21ρ

2
0z

2
1 ≤ k1z21 if

and only if q21ρ
2
0 ≤ k1. Similarly,

q22x
2
2 − k2z

2
2 = q22x

2
2 − k2 (x2 − s1)

2

= q22x
2
2 − k2x

2
2 − k2s

2
1 + 2k2x2s1

≤ q22x
2
2 − k2x

2
2 − k2s

2
1 + k

2
2 s

2
1 + x

2
2

=

(
q22 − k2 + 1

)
x22 +

(
k22 − k2

)
s21

which indicates that q22x
2
2 ≤ k2z

2
2 if and only if q

2
2−k2+1 ≤ 0

and k22 − k2 ≤ 0 hold. As a result,∫ t

0

(
q21x

2
1 + q

2
2x

2
2

)
dt ≤

∫ t

0

(
k1z21 + k2z

2
2

)
dt

≤ γ

∫ t

0
‖d‖2 dt + 2̃

which illustrates (2) holds.
So far, the objectives i)-iii) have been achieved and the

main result is summarised as Theorem 1.
Theorem 1:Consider the nonlinear TCSC system (1), if ini-

tial condition satisfies |x1 (0)| < ρ (0) and V (0) ≤ p with
p > 0 being a given constant, then the generator rotor angle
is SGPFS and other signals of the close-loop systems are
boundedwith virtual controllers (17) and (20), filters (18) and
(21), the adaptive law (33) and the control input u (23).
Remark 7: It is worth emphasizing that the finite-time

design process given above has the following two attributes:
a) the problem on ‘‘the explosion of terms’’ is avoided
because of the dynamic surface control; b) by utilizing the
PFTF, the controller design process is simpler than those
in [13]–[15]. In addition, the settling time Tf in this work does
not depend on the initial condition and designed parameters
and can be set to an arbitrary value, which indicates that
there exists a convergent time Tf which is smaller than that
in [1]–[12]. Besides, in our work, all the adopted control tech-
niques such as practical finite-time control, H∞ and dynamic
surface control can be used in high-order systems. Therefore,
the corresponding stability analysis results are also available
in fourth or higher order systems.

FIGURE 2. The response of x1.

FIGURE 3. The response of x2 and x3.

FIGURE 4. The curves of the boundary layer errors.

VI. SIMULATION RESULTS
In this section, simulation experiment is carried out to verify
the effectiveness of the proposed method by using Matlab
software. Meanwhile, two fault situations are also considered
in this section, one is recoverable mechanical fault and the
other is unrecoverable mechanical fault. First, the physical
parameters and design parameters are given as follows

ωs = 1, M = 7, Pm = 0.9, E
′

q = 1.067, Vs = 0.995,

Ttcsc = 0.05, q1 = 0.3, q2 = 0.4, k1 = 0.01, k2 = 10,

k3 = 10, γ1 = 1, γ2 = 1, τ1 = 0.01, τ2 = 0.05,

ρ0 = 0.3, ρTf = 0.06, T = 2,

x (0) = [0.0001, 0, 1.75]T, θ (0) = [0, 1.75, 0]T.
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FIGURE 5. The trajectory of the control input u.

FIGURE 6. The adaptive law θ̂ .

According the designed scheme introduced in Section IV
and the above-given parameters, the simulation results are
shown in the following subsections with two different
faults.

A. MECHANICAL FAULT (RECOVERABLE)
In this case, the mechanical fault occurs and it can be recov-
ered. It is assume that a 25% disturbance existed in the
mechanical power between t = 3 s and t = 4s. At this time,
the parameter Pm is changed to P̄m = (1+1)Pm and

1 =


0, 0s ≤ t < 3s
0.25, 3s ≤ t < 4s
0, t > 4s

The simulation results are plotted in Figs. 2-6. It follows
from Fig. 2 that the generator rotor angle satisfies the pre-
set transient and steady-state properties and it converges to
a pre-given small zone in finite-time. It can be seen from
Fig. 3 that the states x2 and x3 are bounded. The errors e1
and e2 approach a small neighbourhood of zero, which can
be observed in Fig. 4. The trajectories of the control input
signal u and adaptive law θ̂ are shown in Figs. 5 and 6. It is
obvious that the proposed method has the certain disturbance
rejection ability.

FIGURE 7. The response of x1.

FIGURE 8. The response of x2 and x3.

FIGURE 9. The curves of the boundary layer errors.

B. MECHANICAL FAULT (UNRECOVERABLE)
It is worth noting that another mechanical fault, which cannot
be recovered, is considered in this subsection, that is

1 =

{
0, 0s ≤ t ≤ 4s
0.25, t > 4s

The corresponding results can be found in Figs. 7-12.
It is easy to see that the states xi with i = 1, 2, 3 are
bounded and x1 meets the performance of the pre-assigned
time convergence in Figs. 7-8. It can be observed from
Fig. 9 that the boundary layer errors e1 and e2 are also
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FIGURE 10. The trajectory of the control input u.

FIGURE 11. The adaptive law θ̂ .

FIGURE 12. The norm of the output
∥∥y

∥∥.

bounded. The changing curves of the control input u and
adaptive law θ̂ are reported in Figs. 10 and 11. When the fault
happens, the presented scheme makes sure that the influence
of disturbances on the output is attenuated to a given degree,
which can be known from Fig. 12.
Remark 8: The above-mentioned two mechanical faults

are different, one is recoverable and the other is unrecover-
able, which can be obviously seen from Figs. 3, 5, 7 and 9.
Specifically, when the fault is recoverable, it is worth noting
in Figs. 3 and 5 that the states and control input recover
the originally steady-state case if the fault is cut off. How-
ever, these signals will approach a new steady-state value

when the fault is unrecoverable, whose results are shown
in Figs. 8 and 10.

VII. CONCLUSION
A semi-globally practical finite-time stability (SGPFS) prob-
lem has been addressed from a new point of view for the
TCSC power system, and a preassigned finite-time func-
tion (PFTF) is used. With the aid of PFTF, H∞ and DSC,
a less-complex control design procedure has been provided,
which indicates that the proposed method in this note is sim-
pler to be implemented. Besides, it has been proven that the
proposed controller guarantees the control objectives of this
work. The effectiveness and superiority of the presented tech-
nique is illustrated by simulation studies. In future, the prac-
tical finite-time control will be studied for multi-machine
system. Besides, the idea of the decentralized control for
expanding construction systems in [34] can be considered to
study the online expansion of large-scale power systems.
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