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ABSTRACT Data chunking algorithms divide data into several small data chunks in a certain way, thus
transforming the operation of data into the one of multiple small data chunks. Data chunking algorithms
have been widely used in duplicate data detection, parallel computing and other fields, but it is seldom used
in data incremental synchronization. Aiming at the characteristics of incremental data synchronization, this
paper proposes a novel data chunking algorithm. By dividing two data that need synchronization into small
data chunks, comparing the contents of these small data chunks, different ones are the incremental data that
need to be found. The new algorithm determines to set a cut-point based on the number of 1 contained in the
binary format of all bytes in an interval. Thus it improves the resistance against the byte shifting problem at
the expense of the chunk size stability, which makes it more suitable for the incremental data synchronization.
Comparing this algorithm with several known classical or state of art algorithms, experiments show that the
incremental data found by this algorithm can be reduced by 32%~57% compared to the others with same
changes between two data. The experimental results based on real-world datasets show that PCI improves
the calculation speed of classic Rsync algorithm up to 70%, however, with a drawback of increasing the

Transmission compression rate up to 11.8%.

INDEX TERMS Data synchronization, chunking algorithm, data backup, increment.

I. INTRODUCTION

Data chunking algorithm reads the data as a byte stream.
In the process of reading, a single byte or multiple bytes are
selected as a boundary of chunk based on certain conditions.
The data between two ends of adjacent boundaries ends is
called a chunk. Chunking algorithms have been widely used
in many fields, such as network transmission [1]-[3], data
storage system [4]-[6], data synchronization system [7]-[9],
cache system [10]-[12], text recognition [13]-[15] and so on.
For example, in the field of text recognition, when parsing
natural language texts, a sentence needs to be chunked to
extract the subject, predicate, object and other key phrases
in it, and then get the true meaning of the sentence by
grammar analysis.

A. CLASSIFICATION OF DATA CHUNKING ALGORITHMS
According to the condition of finding boundaries, algorithms

can be classified into fixed-size chunking and content-defined
chunking (CDC).
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Fixed-size chunking, as its name implies, is to chunk data
based on a fixed length. The sizes of chunks in the results
of the algorithm are the same. This kind of chunking is
conditional on the subscripts of the read bytes when searching
for the boundary. When the subscript is equal to an integer
multiple of a preset value, it is set as a boundary here. Fixed-
size chunking algorithm is simple, easy to understand and
fast. However, because the boundaries are set according to
the subscripts of the read bytes, there is a problem of byte
shifting. For example, when a byte is inserted at the beginning
of an data stream, the chunks will all be changed, which will
reduce the efficiency of chunk-based application.

CDC algorithm, also known as variable-size chunking,
is based on the content of the read bytes to determine whether
it acts as a boundary. In this kind of chunking, the data is
read as a byte stream, and a data window is set up. For
each read byte, the data window moves one byte forward
as well. We can decide to set the boundary here when the
data in the window satisfies certain conditions. CDC needs
a more complex calculation because it is necessary to calcu-
late the data in the window to determine whether the preset
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Fixed-length chunking algorithm

«t ABCABCDABCDEABCDEFABCDEFGABCDE. . .

Index 2 3 567 8 9 1011 131415 16 17 18 1920 21 22 23 21 25 26 27 28 29 30

Content-defined chunking algorithm

«t ABCABCDABCDEABCDEFABCDEFGABCDE. . .

Index | 1 2 3 506 7 8 9 101112 131415 16 17 18 1920 21 22 23 21 25 26 27 28 20 30

FIGURE 1. The algorithm for random bytes insertion.

chunking conditions are satisfied. Since this kind of algorithm
is content-based, when byte shifting occurs, the data in the
window, which meets the preset conditions, will still satisfy
the ones and be set as boundaries. In CDC, byte shifting will
affect nothing but the current data chunk.

The difference between fixed-size chunking and CDC can
be seen roughly in Fig. 1. In fixed-size chunking algorithms,
a cut-point is set based on its index, which is equal to or as
many times as a fixed integer. On the contrary, in CDC, a cut-
point is set based on its content instead of index.

B. INCREMENTAL SYNCHRONIZATION

In data backup system and distributed service system, data
synchronization technology is used to keep the data in two
places consistent [16]. According to synchronization meth-
ods, it can be classified into full synchronization and incre-
mental synchronization. Full synchronization is to replace
the whole original data with the target data, so as to achieve
the purpose of synchronization. Incremental synchronization,
on the other hand, only applies the changed part of the data
to the original data, which saves the cost of data transmission
and others.

Incremental synchronization includes the following steps:
firstly, compare the target data and the original data to find
the changed parts of the data; secondly, send these parts
to the original data server, and finally process the changed
parts at the original data to achieve data consistency. In first
step, in order to make the next two steps more smoothly and
cheaply, it is particularly important to find the changed parts
of the data.

There are many traditional ways to find the changed parts.
Trigger mode is creating a trigger for every table in the
database [17]. When a table changes, it can be captured
by the trigger, and then increments can be found. However,
this mode will affect the performance of the database and
easily shut down the whole system because of some minor
omissions. Programming mode is to record the operation of
the database in the code [18]. Every insert, delete, update and
new operation are recorded. These operations are equal to the
increment of data.
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Rsync mode [19], which is used in Linux system, is based
on a algorithm with the same name. Rsync can realize the
data synchronization between files, but it is very complex
and time-consuming during synchronization. Rsync algo-
rithm is a fixed-size chunking algorithm, although it avoids
the problem of byte shifting problem, but in exchange for
a large amount of computation. Rsync algorithm contains
three steps. First, the target file, which is to be synchronized,
is divided into fixed length chunks on the PC it belongs, and
a checksum with strong and weak check values of all chunks
is sent to the server. Second, the original file on the server
is chunked by a sliding window and two-stage check value
comparison is implemented with the checksum to get the diff-
chunks and send them back to target PC. Third, the target
PC will generate a new file as same as the original file based
on the diff-chunks. Because sliding check is implemented at
the second step, Rsync uses weak check to reduce the times
of strong check. However, in the case of huge changes in the
original file, weak check still consumes lots of computation.
In the experimental phase, we will compare the performance
of PCI and Rsync based on real data.

This paper searches the changed parts between two data
by chunking the target data and the original data into chunks
based on the data chunking algorithm, finding the different
chunks between the original and target data, and regarding
these chunks as changed data.

Our contributions are as follows.

1) In Section 2, we give a detail description of CDC
algorithms. Point out their ideas and shortcomings.
Update the requirements of CDC when used in data
incremental synchronization.

2) In Section 3, we develop a novel CDC algorithm PCI.
Describe its process and discuss its performance on the
requirements of CDC mentioned in Section 2. We show
analytically that PCI is more suitable in data incremen-
tal synchronization.

3) In Section 4, we discuss the time and space complexity
of all the algorithms mention in our paper.

4) In Section 5, we experimentally compare PCI with five
of state of art CDC algorithms for test items including
chunking speed, chunk size distribution, and incremen-
tal data discovery.

Il. BACKGROUND AND MOTIVATION
This section discusses the background of chunking algo-
rithms, their limitations, and motivations of our work.

A. BACKGROUND

To solve the problem of byte shifting in fixed-length algo-
rithm, a content-defined variable-length chunking algorithm
[20] is proposed, which reads files as a data stream and
generates chunks according to the Rabin fingerprint of a
window data. To solve the issue that it is difficult to find
the cut-off point in Rabin algorithm, it is proposed to adopt
two divisors instead of one [21], one is easy to achieve and
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Algorithm 5: Algorithm for Rabin chunking
Input: input file,file; default value,Value;length of sliding window,W;
Output: cut point,I;

function RabinChunking(file,Value,W)
i=1
index=0
while(byte=readByte(file))
array[index%W+1]=byte
if array.length>=W then
if hashValue(array,index,W)==Value then
return i
end if
else
continue
end if
i=itl
end while
end function

FIGURE 2. The pseudo code of the Rabin algorithm.

Arbitrary numerical value W

Data window

FIGURE 3. The algorithm process of Rabin.

the other is opposite. At the beginning of finding a cut-off
point, the difficult divisor should be adopted. If the data is
not satisfied in a long data interval, it will be replaced by the
easy one, so that large chunks can be avoided. In addition,
Rabin fingerprint have a problem called size variance of
chunks. To dual with this situation, LMC(Local Maximum
Chunking) algorithm is proposed [22]. Instead of calculating
Rabin fingerprint, the algorithm decides to set a cut-off point
when the maximum value of a window data is in the middle
of the window, which saves the time of calculating Rabin
fingerprint. At the same time, because the window size can be
set, the size of the chunks can be limited, and the distribution
of the chunk size is relatively stable. In order to speed up
the validation of the window data, AE [23] and RAM [24]
algorithms are proposed. By changing the validation method,
which will be described in detail later, of window data,
the speed of chunking is accelerated. In addition, to achieve a
faster data chunking, the idea of parallel computing is applied
to data chunking algorithms. Won et al. developed a multi-
thread variable size chunking method, which exploits the
multi-core architecture of the modern microprocessors [25].
Another multi-thread content based file chunking system is
given by Tang et al. in CPU-GPUPU heterogeneous architec-
ture [26]. To improve the parallel performance, a two-stage
parallel CDC is proposed by Ni et al. to spit up the parallel
chunking process into two stages [27]. Beside, a muli-chunk
deduplication scheme is proposed by Niesen et al. to provide
an information-theoretic analysis of data deduplication for a
designed source model [28] and To address the file reliability
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Algorithm 4: Algorithm for LMC chunking
Input: input file,file; size of fixed window,W;
Output: cut point,I;

function LMCChunking(file,W)
i=1
start=1
while(byte=readByte(file))
if byte<=max.value then
if i==max.position+w and max.position>=start+w then
start=max.position+1
return max.position
end if
else
max.value=byte
max.position=i
end if
=i+l
end while
end function

FIGURE 4. The pseudo code of the LMC algorithm.

Max value

Arbitrary numerical value } W 1 W |

FIGURE 5. The algorithm process of LMC.

issue, Wu et al. proposes a Per-File Parity (short for PFP)
scheme to improve the reliability of deduplication-based stor-
age systems [29].

Next, the process and pseudo-code of Rabin algorithm,
LMC, AE and RAM algorithms are introduced separately.

1) RABIN CHUNKING ALGORITHM

During reading the data stream, a data window is set to
calculate the Rabin fingerprint of the data in the window.
If the result of calculation is equal to the preset value, the cut-
off point is set at the end of the window. Otherwise, move the
data window one byte forwards and repeat the above process
until all the cut-off points and chunks in the data stream
are found. The pseudo code and chunking process of Rabin
algorithm are shown in Fig. 2 and Fig. 3.

2) LMC CHUNKING ALGORITHM

In the process of reading data stream, a data window is set.
If the maximum value of bytes in the data window is right
in the middle of the window, the cut-off point is set at the
end of the window. Otherwise, move the data window one
byte forwards and repeat the above process until all the cut-
off points and chunks in the data stream are found [22]. The
pseudo code and chunking process of LMC algorithm are
shown in Fig. 4 and Fig. 5.

3) AE CHUNKING ALGORITHM
During reading data stream, a data window is set. If the
maximum value of bytes in the data window is located at the
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Algorithm 3: Algorithm for AE chunking
Input: input file,file; size of fixed window,W;
Qutput: cut point,l;

function AEChunking(file,W)
i=1
while(byte=readByte(file))
if byte<=max.value then
if i==max.position+w then
return i
end if
else
max.value=byte
max.position=i
end if
=i+l
end while
end function

FIGURE 6. The pseudo code of the AE algorithm.

Max value

N
Arbitrary numerical value W 1

Data window

FIGURE 7. The algorithm process of AE.

end of the window, the cut-off point is set at the end of the
window. Otherwise, move the data window one byte forwards
and repeat the above process until all the cut-off points and
chunks in the data stream are found [23]. The pseudo code
and chunking process of AE algorithm are shown in Fig. 6
and Fig. 7.

4) RAM CHUNKING ALGORITHM

In the process of reading data stream, a data window is set at
the starting point or after the last cut-off point. If a byte value
with no less than all byte values in the window is read out
of the window, a cut-off point is set at this byte. Otherwise,
continue to read the byte values and repeat the above process
until all the cut-off points and chunks in the data stream are
found [24]. The pseudo code and chunking process of RAM
algorithm are shown in Fig. 8 and Fig. 9.

B. MOTIVATION
CDC algorithm is mostly used in the field of duplicate
data deletion. To achieve a better deletion, there are several
requirements for CDC algorithm proposed by Zhang et al.
in [23].
1) Content dependence. The condition of chunking must
be based on data content. Only in this way can we resist

byte shifting and find more duplicate data between
similar files [30].
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Algorithm 2: Algorithm for RAM chunking
Input: input file,file; size of fixed window,W;
Output: cut point,;

function RAMChunking(file,W)
i=1
while(byte=readByte(file))
if byte>=max.value then
if i>w then
return i
end if
max.value=byte
max.position=i
end if
i=it1
end while
end function

FIGURE 8. The pseudo code of the RAM algorithm.

Max value

W Arbitrary numerical value 1

Data window

FIGURE 9. The algorithm process of RAM.

2) Low chunk size variance. Since the output chunks
of the chunking algorithm are supposed to be stored
in disk during duplicate data deletion, the high size
variance will affect the efficiency of storage and the
performance of de-duplication [31].

3) Ability to eliminate low entropy strings. Low
entropy strings are strings which consist of repetitive
bytes or patterns. This challenge means it is preferable
for the algorithm to be able to eliminate the redundancy
within this kind of string [32].

4) High throughput [33]. It means fast running speed,
which must be considered in any algorithm.

However, when CDC algorithm is applied to incremental
synchronization, even the same algorithm will have different
focus due to the change of purpose, and these requirements
need to be revised.

1) Content dependence. This does not need to be changed,
because in incremental synchronization, finding data
increments must also be resistant against the byte shift-
ing, because if byte insertion causes all subsequent
chunks to change, then a file will look like a new file,
even if only a small part of it has been changed.

2) Low chunk size variance. This should be changed,
because in the field of duplicate data deletion, the sta-
bility of data length is guaranteed in order not to
waste disk space when storing chunks. However, in
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Algorithm 1: Algorithm for MII chunking
Input: input file,file; length of incremental interval, W;
Output: cut point,I;

function MIIChunking(file,w)
i=1
increment=0
while(byte=readByte(file))
if byte>previous.value then
increment=increment+1
if increment==W then
return i
end if
else
increment=0
end if
previous.value=byte
i=it1
end while
end function

FIGURE 10. The pseudo code of the MII algorithm.

incremental synchronization algorithm, the goal of data
chunking is to find different parts of data, not to store
them. Therefore, in incremental synchronization sys-
tems, chunk size instability can be tolerated.

3) Ability to eliminate low entropy strings. This is still
important to ensure that a chunk remains one when it
has not changed.

4) High throughput. This is still important, because the
real-time requirements of current applications require
all processes should as faster as they can with the same
remaining conditions.

5) Performance. When we use a CDC algorithm,
we always have a purpose. This challenge is to make
sure we can accomplish the target of our purpose as
well as possible. An algorithm is used to accomplish
a task, and the quality of completion is the most
important index to judge whether the algorithm is
good or bad.

The reasons why we ignore the importance of ‘“‘the per-
formance of de-duplication” are: (1) the previous papers
(AE, RAM, etc) use CDC to reduce hard disk usage and the
resulting chunks are stored on disk directly and perhaps per-
manently, thus the resulting chunks should be equal to or as
many times as disk sector to reduce fragmentation on the hard
disk. (2) We use CDC only to find different parts between
two similar files. During incremental synchronization, it is
necessary to find out the difference between two files stored
in different places by means of network communication. The
generated chunks will only be stored temporarily, and will be
deleted after finding the difference data between files.

In the previous research of our team, MII algorithm was
proposed to achieve better ability of resistance against the
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Arbitrary numerical value W

Data window

FIGURE 11. The algorithm process of MII.

Algorithm 10: Algorithm for PCI chunking

Input: input file,file; size of fixed window,W; Preset threshold,
tsValue;

Output: cut point,[;

function PCIChunking(file,W)
i=1
index=0
array[]={-1}
while(byte=readByte(file))
array[index%W+1]=byte
if Content(array)>=W then
if ParityCheck(array,index, W)>=tsValue then
return i
else
continue
end if
end if
i=it+l
end while
end function

FIGURE 12. The pseudo code of the PCI algorithm.

byte shifting by sacrificing the stability of chunk size [32].
The pseudo code and chunking process of MII algorithm are
shown in Fig. 10 and Fig. 11.

However, the effect of the algorithm is not good enough.
Our previous work is difficult to adjust the average chunk
size. When we need to compress the transmission cost as
much as possible, we need to reduce the data contains all
the difference between two files, which is difficult for MII
to do. To improve the effect of finding incremental data,
we proposes a more flexible CDC algorithm. By using a more
flexible cut-point search method, we can better locate the
changed part of the data and reduce the amount of data needed
to be synchronized. The experiments show the number of
incremental data found by our new algorithm can be reduced
by 32%~57%.

Ill. PARITY CHECK OF INTERVAL
We propose a novel algorithm called Parity Check of Inter-
val(PCI) to locate changed data more accurately by adopting
a flexible cut-point search strategy.

A. ALGORITHM PROCESS

Suppose there is a file that needs to be chunked. First step,
read the file as a data steam and set up a data window with
length of W. The starting point of the data window is the first
byte of the file. Second step, read one byte at a time until
the file has finished reading. Third step, make the following
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Algorithm 10_1: Algorithm for Content function
Input: input array,array;
Output: number,num;

function Content(array)
i=0
w=array.length
num=0
while(i<w)
if array[i] !=-1 then
num=num-+1
end if
i=i+1
end while
return num
end function

FIGURE 13. The pseudo code of the content.

Algorithm 10_2: Algorithm for ParityCheck function
Input: input array,array; start index, index; length of window,W;
Output: number,num;

function ParityCheck(array,index, W)
i=index
num=0
parityOfByte[]={0,1,1,**+,8} // size:256
while(i!=index-1)
num=num-+parityOfByte[array[i]]
i=(i+1)%W
end while
return num
end function

FIGURE 14. The pseudo code of the Parity Check.

Arbitrary numerical value W

Data window

FIGURE 15. The algorithm process of PCI.

decision: if the data window is filled with bytes and the
number of Is in binary form(NO1BF) of all bytes is not
less than the preset value, set cut-off point at the end of the
data window, move the starting point of the data window to
the next byte of the cut-off point and return to the second
step; If the data window is not filled with bytes, return to
the second step; If the data window is filled with bytes but
NOI1BF of all bytes is less than the preset value, move the
data window forward by one byte and return to the second
step. The pseudo code and chunking process of PCI algorithm
are shown in Fig. 12, Fig. 13, Fig. 14 and Fig. 15.

B. HOW TO PRESET THE THRESHOLD

In the PCI algorithm, there are two values to be preset,
the threshold of total NO1BF in data window and the length
of data window. A byte value is between 0 and 255. NO1BF of
a byte value is between 0 and 8. If a byte is random, then its
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NOI1BF obeys the discrete uniform distribution with values
ranging from O to 8. If the sum of N bytes is limited, only
some N bytes can be guaranteed to meet the conditions. Based
on this, PCI algorithm calculates the NO1BF in a fixed data
window, and then compares this value with the preset value
to determine whether to set a cut-off point. Assuming that the
size of the data window is W and the threshold value of total
NOI1BF s V, the probability of a random data window meet-
ing the condition can be calculated by a given formula [34].
Since this paper do not discuss this mathematical problem,
here just set the probability to p as we can see in the follow
formula.

(V) =P{X1+X2+...+X, >=V}=p

In this formula, X;, {i = 1, 2, ... w} stands for NO1BF.

By setting the values of W and V, we can adjust the dif-
ficulty of finding the cut-off point, and then roughly control
the size of the chunks. The larger W, the smaller V, the easier
it is to find the cut-off point, and vice versa.

In this paper, W is set to 5 and V is set to 34. The purpose
of this setting is to ensure that there is approximately the
same number of chunks compared with other algorithms in
the experiment section, which means that the bandwidth cost
of the first data transmission in the synchronization are almost
same among algorithms. In practical application, two preset
values can be adjusted freely according to the actual situation
and demand, which shows the algorithm is much flexible.

C. CHUNKING SPEED

In terms of chunking speed, the algorithm only needs to tra-
verse the file once for a file, and only needs assignment, addi-
tion and value-taking during searching the cut-off point with
less computation. When calculating the same file, the algo-
rithm will not take the disadvantage of chunking speed from
other algorithms. Specific comparisons of running time will
be made in the section of time complexity, and the compar-
isons of the chunking speed of the same file will be given in
the following experimental section.

D. CHUNK SIZE VARIANCE

In introducing the principle of the algorithm, it is pointed
out that for a random data window, it can calculate a certain
value of the probability when it satisfies the cut-off points
condition. So finding cut-off points in the algorithm can be
regarded as a Bernoulli experiment. Then, starting from the
previous cut point, the distance N from reading to the next
cut-off point roughly follows a geometric distribution. The
distance N is actually the size of the chunks. Consequently,
the size of the chunks is not stable enough. The smaller the
length of the chunks, the more the ones, and vice versa.
However, when the algorithm is used to discover incremental
data, the diversity of chunk size will not cause too much
impact, because the chunks are not for storage, but to find
different parts. In practical applications, it is necessary to
merge the different chunks found together and send them to
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-

the server that needs data synchronization. Therefore, chunk
size does not have much importance.

i

FIGURE 16. Resistance to byte shifting (Step1).

i J L 5

FIGURE 17. Resistance to byte shifting (Step2).

I

L4 L12? ’ L5

FIGURE 18. Resistance to byte shifting (Step3).

E. BYTE SHIFTING RESISTANCE

The main purpose of this algorithm is to find the same parts
of two similar files, so the ability to resist byte shifting is
the most important index. To ensure that the same content in
two files falls into the same chunk as much as possible, it is
necessary to ensure that the same data has the same boundary.
This also means that the same boundaries need to withstand
the impact of changes in nearby data. Byte shifting resistance
refers to whether changes in bytes nearby will affect the
original chunk. The ability of the algorithm to resist byte
shifting is demonstrated by deduction as follow.

Assuming that there is a piece of data as shown in Fig. 16,
where L1, L2 and L3 are three boundaries satisfying the
presupposition of the algorithm, Chunk1(L4 + L2) and
Chunk2(L5 4+ L3) are two chunks. When byte shifting occurs
in the middle of two boundaries, assume that it occurs in
L4. If no new boundaries are generated because of the byte
shifting, only Chunkl changes. If byte shifting results in
new boundaries, as shown in Fig. 17, Chunkl becomes
two chunks, Chunk1; and Chunk1,. However, Chunk2 and
chunks before L1 are unaffected. If byte shifting occurs right
on a boundary, assuming that it occurs on L2, as shown
in Fig. 18, we regard L4, L2 and L5 as a large chunk and do
not care whether L2 will be changed into a data window that
does not meet the preset conditions, then the chunks before
L1 and after L3 will not be affected. In summary, when byte
shifting occurs, only the chunk in which it is and the one after
it are affected, and the rest are not affected.

F. ABILITY TO ELIMINATE LOW ENTROPY STRINGS

For low-entropy strings, the principle of the algorithm is
that the NO1BF in a data window is greater than or equal
to the preset value. So even if a string is roughly the same
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TABLE 1. Time complexity contrast among algorithms.

Algorithm | Time complexity | each loop(operation)

Rabin O(n) 1ADD 4+ 2M + 2ASS+1C +1H
LMC O(n) 4ADD + 2ASS 4 3C

AE O(n) 2ADD + 1ASS +2C

RAM O(n) 1ADD + 3ASS + 2C

MII O(n) 2ADD + 3ASS +2C

PCI O(n) 1ADD +2ASS +2C +1FUNC

value, the original data window that meets the preset con-
ditions will still be the data window. If the low-entropy
string does not change, it will be included in a chunk by
the original data window. When looking for duplicate data,
it will be considered as the same data without affecting sub-
sequent chunks. For example, assume that there is a string
10001101’ cut — point1’000000000000’ cut — point2'1011100
in the source file. In the destination file, the string 'cut —
point17000000000000’ cut — point2’ will not be in the differ-
ent parts unless this string is changed in the destination file.

IV. TIME AND SPACE COMPLEXITY
In this section, we discuss the time and space complexity
of five algorithms which are the newest or state of art and

our algorithm. The algorithms covered in this section include
Rabin, LMC, AE, RAM MI]I, and PCI.

A. TIME COMPLEXITY
The processes and pseudo-codes of these algorithms have
been introduced in the previous section. It can be seen from
the pseudo-codes that only one loop is contained in these
algorithms, that is, the time complexity of them is O(n). But
the number of operations of each algorithm is different in a
loop, so the actual operands of each algorithm are given here,
as shown in Table 1. ADD means addition, M means modular
reduction, ASS means assignment, C means comparison, H
means hash operation and FUNC means function.

Although these algorithms mainly use comparisons to find
a cut-point, there are some other operations during the chunk-
ing process and these operations cost non-ignorable time. For
example, LMC needs an array to store the information of
the bytes in the two windows and updates it in every loop.
We only counted the total operations in the pseudocodes of
these algorithms whether or not they will actually be imple-
mented in the "each loop(operation)" part. This is unsuitable
and the true operations of each algorithm can be found in
its pseudocode. And the running time can be optimized by
programming.

B. SPACE COMPLEXITY

In Rabin algorithm shown in Fig. 2, it is necessary to record
all the byte values of the sliding window because they will
be used next time when the current matching of Rabin finger-
print fails. Therefore, the space complexity of the algorithm
is O(1), specifically an array of length W (W is the length of
the sliding window).
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TABLE 2. Space complexity contrast among algorithms.

TABLE 3. The datasets used for experiments of chunking algorithms.

Algorithm | Time complexity | exact space used name size(bytes) generating algorithm
Rabin o(1) Array[W],W is the length of the slid- datal 2% 109 Mersenne Twister Pseudo-Random
ing window Number Generator
LMC o(1) Array[2W +1],W is the length of the data2 2 %109 Mersenne Twister Pseudo-Random
fixed window Number Generator
AE O(1) one integer variable data3 2% 10° Mersenne Twister Pseudo-Random
RAM o(1) one integer variable Number Generator
MII o(1) two integer variables data4 1.5 % 10° Mersenne Twister Pseudo-Random
PCI O(l) Array[W =+ 1],W is the length of the Number Generator
data window datas 1.5 % 10° Mersenne Twister Pseudo-Random
Number Generator
data6 1.5 % 10° Mersenne Twister Pseudo-Random
Number Generator
In LMC algorithm shown in Fig. 4, it uses a circular queue data7 1%10° Mersenne Twister Pseudo-Random
to store the data in the sliding window. All the bytes in it o Number Generator
are used to exchange space for time. Therefore, the space data8 1+10 zlerseme Twister - Pseudo-Random
. b . o umber Generator
complexity of the algorithm is O(1), specifically an array of data9 1 %109 Mersenne Twister Pseudo-Random
length 2W + 1 (W is the length of the fixed window). Number Generator

In AE algorithm shown in Fig. 6, it just need to remember
the maximum byte value in the sliding window, and then
compare the read byte to this maximum byte. Therefore,
the space complexity of the algorithm is O(1), specifically
one integer variable.

In RAM algorithm, the space complexity is O(1), specifi-
cally one integer variable, because only the maximum value
is needed during current and next comparisons as we can tell
from Fig. 8.

In MII algorithm shown in Fig. 10, there is an integer
variable to store the current byte value during comparison
with the next byte value. Besides, another integer variable
is needed to store the length of current incremental interval.
Therefore, the space complexity of the algorithm is O(1),
specifically two integer variables.

In PCI algorithm shown in Fig. 12, when NO1BF of the
data window misses the target, we need to slide one byte for-
ward to calculate NO1BF of the new window, which means it
is necessary to record all the byte values of the data window.
Therefore, the space complexity of the algorithm is O(1),
specifically an array of length W + 1 (W is the length of the
data window, 1 is used to realize a circular queue).

The Contrast between space complexities of algorithms is
shown in Table 2.

V. EXPERIMENTS OF CHUNKING ALGORITHMS
This section discusses the experiments of the article.

A. OBJECTIVE
Compare the items including running time, chunk size dis-

tribution and incremental data discovery among the Rabin,
LMC, AE, RAM, MII and PCI algorithms.

B. DATASETS

There are two problems in using the real documents when
choosing the experimental data. One is that individual algo-
rithms may have special effects on some data, which will lead
to inconsistent conclusions in the comparison of algorithms;
the other is that because of the variety and quantity of actual
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documents, only a few ones can be selected in the experiment
section of the article, which can not represent all the actual
data. It is inappropriate to judge which algorithm is better
only based on a few actual documents.

In this paper, when choosing the datasets, we adopt the
method of random file generation, which can maximize the
non-particularity of the file to ensure that the experimental
data are random and common. We choose the Mersenne
Twister Pseudo-Random Number Generator [35], which
has quite good pseudo-random characteristics, to generate
datasets. The experimental data consist of nine files, includ-
ing three files about 2G in size, three files about 1.5G in size
and three files about 1G in size, as shown in Table 3. The
reason why the number of experimental data is nine is that
the data are all randomly generated and there will be no kind
of sampling. Although more experimental data will be more
convincing, nine are enough.

C. CHUNKING SPEED

In this section, the chunking speed is compared among these
six algorithms through the experimental results. As to an
experimental file, the running time of each algorithm, i. e.
chunking time, can be obtained by implementing the six
algorithms separately. In the case of the same file, the shorter
the chunking time, the faster the chunking speed will be.
The experimental results of nine experimental files are shown
in Fig. 19.

The experimental results show that PCI algorithm is not
the fastest one among these algorithms, but in an order of
magnitude, which is acceptable in the processing of massive
data. Among these algorithms, RAM algorithm has the fastest
chunking speed, followed by AE, MII, RABIN and LMC
from fast to slow.

D. CHUNK SIZE DISTRIBUTION
In this section, the size distribution of chunking results among
six algorithms is discussed with the help of experimental
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FIGURE 19. The running time of chunking algorithms in different datasets.

10000 i ; datad . :
rrrrrr LMC
9000 R I AE 4
| RAM
8000 |- RABIN| 1
g w00} 4 b 4
© roor R [ PCI
=
S 6000 [ 1
£
o
5 5000 4
5]
€ 4000 1
>
=
@ 3000 | 4
ES]
2000 |, 4
1000 | 1
0 L i S
0 500 1000 1500 2000 2500 3000 3500
chunk size(byte)

FIGURE 20. The chunk size distributions of chunking algorithms in datal.

10000 : :  data2 ‘ :
-LMC
00} . | |
RAM
8000 | raBIN|
80l VI re
@ vooor b e PCI
=
€ 6000 | 1
=
Q
%5 5000 | 1
z
2 4000 1
=3
=
© 3000 1
£
2000 ]
1000 1
0
0 500 1000 1500 2000 2500 3000 3500

chunk size(byte)

FIGURE 21. The chunk size distributions of chunking algorithms in data2.

results. As to an experimental file, six chunking algorithms
are used to process it separately, and the results, including
all the chunks, of each chunking algorithm can be obtained.
By accumulating all the chunks with the same length, size
distribution of the chunks can be obtained. The experimental
results of nine experimental files are shown in Fig. 20, Fig. 21,
Fig. 22, Fig. 23, Fig. 24, Fig. 25, Fig. 26, Fig. 27 and Fig. 28.
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FIGURE 24. The chunk size distributions of chunking algorithms in data5.

As can be seen in these figures, the chunk size of LMC, AE
and RAM algorithms has a minimum value and the fluctua-
tion of size is small, which is related to the sliding window set
up. The existence of sliding window makes the size of chunks
not less than the length of sliding window. In the experiment
of this section, the sliding window is set to 700, the pur-
pose of which is also to make the total number of chunks
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FIGURE 27. The chunk size distributions of chunking algorithms in data8.

among these six algorithms is roughly the same. If the total
number of chunks of all the algorithms are designed almost
the same during the experiments. Since we use MDS5 as the
fingerprint, the data transferred(fingerprints) are almost the
same for all the algorithms. The chunk size distributions
of RABIN, MII and PCI are basically in conformity with
geometric distributions, and the size fluctuations are large,
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FIGURE 28. The chunk size distributions of chunking algorithms in data9.

which have been discussed in the previous section. However,
to find incremental data in data synchronization, chunks are
not used for storage. The process of data synchronization
is as follow: fingerprints of the chunks in source file are
transferred to destination file location, different fingerprints
between source file and destination file are transferred back
to source file location after comparison, and then the original
chunks, aka different parts between two files, of the different
fingerprints are transferred to destination file location, finally,
a same version of source file is composed in destination file
location. All the chunks generated during this process are
deleted after the same version of source file is composed.
So the diversity of chunk size will not affect the ultimate
purpose of chunking, which is positioning different parts
between two files and make these two the same.

E. INCREMENTAL DATA DISCOVERY

In this section, we discuss how much incremental data can
be found in the chunking results of each algorithm with the
help of experimental results. The steps are as follows. As
to an experimental file daral, firstly, new files datal,dd,
datal gelete and datal;nsert are obtained by means of addi-
tion, random deletion and random insertion algorithms. The
addition algorithm is shown in Fig. 29, the random deletion
algorithm is shown in Fig. 30, and the random insertion algo-
rithm is shown in Fig. 31. Secondly, one chunking algorithm
is used to process datal and datal ,dd respectively to find out
the incremental data datal ,dd;nc in the case of addition. Then
the incremental data datalgelete;nc, in the case of random
deletion, and datal;nsert;nc, in the case of random insertion,
are obtained by the same method. Then repeat the above steps
with the other five chunking algorithms, and the incremental
data found by six algorithms in three cases, which are addi-
tion, random deletion and random insertion, can be obtained.
Finally, by repeating the above steps for the remaining eight
experimental files, we can get the incremental data found by
each algorithm in three cases under different experimental
files. The results in three cases are shown in Fig. 34, Fig. 33
and Fig. 32.
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Algorithm 9: Algorithm for Adding
Input: Input file,fileln;
Output: Output file,fileOut;

function Add(fileln)
i=0
j=0
while(byte=readByte(fileln))

fileOut.write(byte)
end while
for j 0 to 20000 by 1 do
fileOut.write(Random(0,255))

end for

end function

FIGURE 29. The algorithm for random bytes addition.

Algorithm 8: Algorithm for Deleting
Input: Input file,fileln;
Output: Output file,fileOut;

function Delete(fileln)
i=0
=0
while(byte=readByte(fileln))
i=i+1
if j==0 then
fileOut.write(byte)
else
=-1
end if
if 1%10000==0 then
=100
end if
end while
end function

FIGURE 30. The algorithm for random bytes deletion.

As can be seen from the figures, in the case of addition,
the incremental data found by the six algorithms are roughly
the same, because the addition is made at the end of the file,
so the original part remains unchanged, and the data found
by all the algorithms are basically the last additional data.
In the case of random deletion and insertion, the incremental
data found by PCI is significantly lower than the other five
algorithms, because in these two cases, the changes of new
data will change the original data, which may affect the data
chunk. If the resistance against byte shifting of the algorithm
is not strong enough, the original chunk boundary is easy to
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Algorithm 7: Algorithm for Inserting
Input: Input file,fileln;
Output: Output file,fileOut;

function Insert(fileln)

i=0
while(byte=readByte(fileln))
i=it+1
fileOut.write(byte)
if i%10000==0 then
for j 0 to 100 by 1 do
fileOut.write(Random(0,255))
end for
end if
end while

end function

FIGURE 31. The algorithm for random bytes insertion.
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FIGURE 32. The incremental data discovery of the chunking algorithms in
random bytes insertion case.
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FIGURE 33. The incremental data discovery of the chunking algorithms in
random bytes deletion case.

be changed because of the data, which leads to the change of
a whole chunk. The most important feature of PCI algorithm
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FIGURE 34. The incremental data discovery of the chunking algorithms in
random bytes addition case.

is its strong ability of resistance against byte shifting, which
makes PCI algorithm keep chunks from changing when the
data nearby changes, so it can better identify the duplicate
data when looking for incremental data, thus reducing the
incremental data found. As can be seen from the figures, PCI
algorithm can delineate the location of the incremental data in
a smaller range and less is better, which is reduced by about
32%~57% compared with other algorithms. In incremental
synchronization system, most of the changes are random
deletion and insertion, thus PCI algorithm can locate the
changed data more accurately in incremental synchronization
system and reduce the bandwidth cost of data transmission.

VI. EXPERIMENTS BETWEEN PCI AND CLASSIC RSYNC

A. OBJECTIVE

Compare the items including proceeding time, actual amount
of data transferred and ideal amount of data transferred
between the Rsync and PCI algorithms.

B. DATASETS

Our datasets adopt the operating system snapshots mentioned
in the literature [23], [27], [36], which can be downloaded
to the website http://tracer.filesystems.org/. These snapshots
were collected on a Mac OS X Snow Leopard server running
in an academic computer lab. The server runs the following
services:

1) LDAP: OpenDirectory (user/group management).
2) SMTP: Postfix.

3) MySQL for Bugzilla.

4) HTTP: Apache.

5) FTP.

6) Calendar server (CalDAV).

7) Wiki server.

8) Contacts server (CardDAV).

There are over 250 users in the system, many are current
and ex-students, some guests, and collaborators. At any given
time, between 20-30 users are actually active. We mod-
ify the snapshots according to the way mentioned in the
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TABLE 4. The datasets used for experiments between PCI and classic
Rsync.

Name Size(Gb) | Files(pieces)
datal 13.70 7

Source
http://tracer.filesystems.org/

data2 13.11 7 http://tracer.filesystems.org/
data3 12.82 7 http://tracer.filesystems.org/
data4 11.55 7 http://tracer.filesystems.org/

paper [23], [37] to simulate the changes of the file in prac-
tice. Our modification includes three ways: append, random
delete and random insert. The experimental data set is shown
in Table 4.

We use the latest version 3.1.3 of Rsync algorithm, which
can be downloaded at the website https://rsync.samba.org/.
Since we only force on the incremental synchronization
performance at a chunk level, we do not consider the
incremental synchronization at the file level. During the
experiments, we use two virtual machines to simulate the
two servers in the real environment. The communication
between virtual machines is realized based on Netty. Due
to the communication between virtual machines, there will
be almost no network congestion, so we compare the actual
amount of transferred data to judge the performance of net-
work transmission. The processing time in the experiments
includes the chunking time on the target file, the time of
producing the checksum, the chunking time on the original
file and the time of finding the difference chunks, with-
out the time of network transmission. The actual amount
of transferred data contains all the data transferred in two
transmissions. The ideal amount of data transferred equals
the changed data. We adjust the parameters to ensure that
the number of chunks generated by the two algorithms is
almost the same. Our project can be found at the website
https://github.com/zhang03091354/Sync.

C. PROCESSING TIME

In this section, we discuss the proceeding time of PCI and
Rsync. The experiment results based on appending, random
deletion and insertion modifications are shown in Fig. 35,
Fig. 36 and Fig. 37 respectively.

As we can see, PCI has less processing time than Rsync.
In the case of appending, although PCI as a CDC algorithm
is slightly slower than fixed length chunking algorithm, PCI
only needs to calculate one strong check, while Rsync needs
to calculate weak check more. It can be seen from the Fig. 35
that the processing time of PCI is about 24% less than Rsync
algorithm. In the case of deletion, because Rsync adopts the
sliding check in step 2, and in the case of random deletion,
it results in byte by byte sliding check, which consumes a
lot of computation. From the Fig. 36, it can be seen that the
processing time of PCI is about 52% less than that of Rsync.
In the case of insertion, there will be more sliding checks,
which will increase the time-consuming of Rsync. It can be
seen from the Fig. 37 that the processing time of PCI is about
70% less than that of Rsync algorithm.
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FIGURE 35. The processing time on appending modification.
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D. ACTUAL AMOUNT OF DATA TRANSFERRED

In this section, we discuss the proceeding time of PCI and
Rsync. First, let’s introduce a concept: TCR(Transmission
Compression Rate), which is the compression rate when
transferring data for Incremental synchronization. TCR can
be calculated with the following formula.

D1
CTR = —
D2
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where D1 denotes the actual amount of data transferred and
D2 denotes the file size to synchronize. The experiment
results based on datal, data2, data3 and data4 are shown
in Fig. 38, Fig. 39, Fig. 40 and Fig. 41 respectively.

As we can see, PCI basically transmits more data than
Rsync. However, in the case of appending, PCI's TPR is about
0.5% less than Rsync, which is because PCI only needs to
transmit a strong check in the first transmission. Although the
amount of difference data found is slightly more than Rsync,
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the total amount of data transmitted is still slightly less than
Rsync. In the case of deletion, PCI has about 5.8 percentage
points more TPR than Rsync. In the case of insertion, PCI has
about 11.8 percentage points more TPR than Rsync.

To sum up, PCI increases the processing speed by
24%~7T70% when it loses part of the transmission compres-
sion rate compared to Rsync.

VII. CONCLUSION

In this paper, a novel data chunking algorithm is proposed
to find incremental data between two similar files. In the
field of data incremental synchronization, chunks are used
to search for changed data instead of being stored, so the
instability of chunk size does not cause much impact. The
ability to resist byte shifting can better maintain the status
quo of unchanged chunks, thus greatly reducing the amount
of changed data found. This algorithm is designed to get a
better performance of finding incremental data by improving
the byte shifting resistance at the expense of the chunk size
stability in the algorithm results. Experiments show that the
algorithm can delineate the location of the incremental data
in a smaller range, which is reduced by about 32%~57%
compared with other algorithms. During comparison with
Rsync algorithm based on real-world datasets, PCI has a
better performance on calculation speed and a drawback of
increasing the Transmission compression rate.
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