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ABSTRACT One of themain reasons that affecting the stability of power systems is low frequency oscillation
(LFO). The existence of noise influences the accuracy of LFO mode identification extracted from wide-area
measurement system (WAMS). The wavelet threshold de-noising is widely used in signal processing. In this
paper, wavelet soft threshold is illustrated to attenuate the noise of LFO signal, the optimal wavelet basis
and decomposition level for de-noising LFO signal with noise are obtained and verified by experiments.
Following the signal de-noising, an improved Matrix Pencil (MP) algorithm is used for mode identification
of LFO. This improvement particularly lies in the ratio of adjacent singular entropy increment difference
(RASEID) designed as an adaptive order determination method in the MP algorithm proposed in the paper.
RASEID not onlymakes theMP algorithm adaptive, but also enhances the stability of the order determination
in the mode identification process. The proposed method ensures the accuracy of mode identification with
lower sensitivity to noise interference. Finally, the validity of the proposed method is verified by three
cases studies. The first study is on the analysis of synthetic signal typically performed in many literatures.
The second study is to identify the mode of active power LFO signal which is generated by IEEE four-
generator and two-area system given with disturbance on RT-LAB experimental platform. The third study
is the oscillation analysis of the actual LFO data in the North American power grid. The results validate the
feasibility of the proposed method for mode identification of noisy LFO.

INDEX TERMS Low-frequency oscillation (LFO), wavelet soft-threshold de-noising, ratio of adjacent
singular entropy increment difference (RASEID), adaptive, Matrix Pencil (MP), RT-LAB platform.

I. INTRODUCTION
It is well known that low-frequency oscillation (LFO) is
an inherent phenomenon of power systems [1]. The large-
capacity and long-distance power transmission weaken the
damping characteristics of the system, while small-scale dis-
turbances of generating units and lines result in LFO of the
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power grid [2]. Since LFO restricts the capacity of power
transmission and even causes a blackout in serious situations
of power systems, it is important to identify the LFO modes
so as to take appropriate strategy for suppressing LFO [3], [4].

There are two main research methods for LFO modal anal-
ysis of power systems: one is based on model [1], [5] that is,
the differential and algebraic equations of the whole system
are set up by establishing the electromechanical transient
model of each component, and the stability of the system
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is analyzed according to Lyapunov’s first stability theorem.
However, this method is only suitable for off-line analysis
which depends on the accuracy of the model and parameters.
Therefore, it is not suitable for the analysis of large-scale and
high-order systems [6], [7]. The other method is based on
real-time measuring information which has developed with
the promotion and application of wide-area measurement
systems (WAMS) in the past decade [8]–[10]. The latter uses
advanced mathematical algorithms to analyze the LFO of
power systems.

The autoregressive moving average (ARMA) algo-
rithm [11] determines the order of the model by a large
number of trial calculations on different order models, which
limits the online application value of this kind of methods.
In [12], fast Fourier transform (FFT) algorithm is introduced
to analyze the power system data with noise. The algorithm
has high accuracy and good robustness, but it is unable
to fully identify the oscillation mode parameters. In [13],
the wavelet ridge algorithm is used to deal with time-varying
oscillation signals, which is of great significance in the field
of LFO. However, the resolution of this algorithm is not high
when extracting multi-frequency component signals. Hilbert-
Huang transform (HHT) method is introduced in [14], which
is particularly effective for non-linear and non-stationary
signal analysis. However, in the process of analysis, there will
be endpoint effect and modal aliasing, which has undesired
impact on the identification effect. The Prony algorithm uses
the linear combination of exponential functions to describe
the mathematical model of sampling data with equal spacing.
However, Prony algorithm can’t get accurate oscillationmode
parameters since it is greatly affected by noise [15]. The
total least squares-estimation of signal parameters via rota-
tional invariance techniques (TLS-ESPRIT) method needs to
operate the singular value decomposition (SVD) twice in the
calculation which increases computational complexity [16].
Matrix Pencil (MP) is a representative and powerful one
in these modern mode identification algorithms [17], [18].
Nonetheless, How to determine the order of SVD is the criti-
cal problem of the MP algorithm. The conventional threshold
setting of order determination is influenced by human expe-
rience and is not self-adaptive. Although literatures [7], [19]
enhance the adaptability of this algorithm to determine the
order, their performance of noise resistance and accuracy
need further verification. Hence, it is necessary to develop
and enrich the novel methods for order determination.

Prior mode identification, the LFO physical parameters
such as voltage, power, etc. are collected with phasor mea-
surement units (PMU) installed at each node of the power
grid. However, measurement noise and communication error
may cause erroneous data in the transmitting fromPMU to the
central station ofWAMS. In the context of extracting the LFO
signal, the data probably submerge, especially in the situation
of strong noise and the mode identification of the LFO signal
will be difficult or unfeasible. Therefore, it is critical to take
a measurement for the noise reduction of LFO.

The key of noise reduction preprocessing is to filter the
noise without distortion as much as possible and purify
the real LFO signal from WAMS [19]. In the traditional
de-noising method, FFT uses the signal transform between
time domain and frequency domain to filter the noise, which
is suitable for the situation that the effective signal and noise
belong to different frequency bands. However, this method
is difficult to work since the actual white noise exists in the
whole frequency band. The digital filter, such as low-pass
filter, has the problems of time-delay and distortion caused
by nonlinear phase-shift. It can’t effectively filter out the
noise, when the noise and the monitoring signal spectrum are
overlapped.

With the development and perfection of modern signal
processing, the means of noise reduction are greatly enriched.
Kalman filter (KF) requires a good dynamic model and
the model is generally complex, which brings difficulties to
its popularization and application [20], [21]. The empirical
mode decomposition (EMD) method produces mode aliasing
and requires high calculation time [22], [23]. In [24], [25],
the method of fuzzy filtering is used for filtering. The advan-
tage of this method is that the parameters of the filter do not
need to be determined and the operation process is simple.
However, it lacks self-adaptability and is not suitable for all
noisy signals. In [26], the filter based on the adaptive neuro-
fuzzy inference system (ANFIS) is complex and it is diffi-
cult to establish the membership function of the algorithm.
In [27], [28] the performance of morphological filter depends
on the type of morphological transformation, the shape and
size of structural elements. That is to say, if the size of the
structural elements is too small, the effect of noise reduction
is unsatisfactory. Conversely, if the size of the structural ele-
ments is too large, the structure of the signal will be damaged
and the characteristics of the signal will be damaged which
makes it difficult to choose the best parameter. The authors
in [29] shows that wavelet de-noising has a wide range of
function adaptability and the best adaptive de-noising ability.
As a modern signal processing method, the wavelet soft-
threshold de-noising method is widely used in practical appli-
cations [7], [30]–[37]. However, there are many kinds of
wavelet bases such as DbN , CoifN , SymN , etc. There are
different filtering effects with different wavelet bases and
decomposition levels to some special signals. Therefore, it is
important to research on the optimization of wavelet basis and
decomposition level for LFO signal.

The main contributions in this paper are summarized as
follows:
• Most of the wavelet bases in MATLAB toolboxes are
tested to filter the noisy LFO signal and the best match-
ing one is chosen to perform for the noise reduction
of LFO signal. On the other hand, a proper number of
decomposition levels is studied and determined accord-
ing to the de-noising effect.

• Ratio of adjacent singular entropy increment difference
(RASEID) is proposed to solve the adaptive problem
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in MP algorithm, which improves the accurate order
determination ability of the MP algorithm for noisy
LFO signals. Moreover, it can improve the accuracy
and adaptability of LFO mode identification of the MP
algorithm.

• The LFO in the IEEE four-generator and two-area sys-
tem is experimentally analyzed and the proposedmethod
in the paper is validated by RT-LAB experiment plat-
form. To the best of our knowledge, this platform has
not been pointed out in any similar work.

The rest of the paper is organized as follows: Section 2
briefly summarizes the principle of wavelet soft-threshold
de-noising. Furthermore, the performance of different
wavelet bases and decomposition levels are tested and com-
pared to choose the best parameters matching the noise reduc-
tion of LFO signal. In Section 3, the order determination
method, RASEID is described and used to make the order
determination adaptive in MP algorithm for identifying the
LFO signal. In Section 4, three cases studies are performed
to validate the proposed method. The first case study is about
mode identification of a synthetic test signal. The second one
concern the LFO data generated in the RT-LAB experiment
platform and compares the effect of different identifying
methods. The third one is the oscillation analysis of the
actual LFO data in the North American power grid. Finally,
Section 5 addresses the conclusion of the paper.

II. WAVELET SOFT-THRESHOLD DE-NOISING
The basic principle of wavelet soft-threshold de-noising is
briefly introduced in subsection A. In subsection B and C, the
selections of wavelet basis and decomposition level are exper-
imentally studied and summarized which are two critical
problems in the de-noising process. Then, the optimal match-
ing of wavelet basis and decomposition level is obtained for
LFO de-noising which is conducive to the accuracy of LFO
mode identification.

A. THE PRINCIPLE OF WAVELET
SOFT-THRESHOLD DE-NOISING
The actual LFO signal extracted fromWMAS is described as
follows:

x(n) = s(n)+ g(n) (1)

where x(n) stands for noisy LFO signal, s(n) denotes original
LFO signal unpolluted, g(n) is the white Gaussian noise
signal. n = 0, 1, 2, · · · , N -1 and N is the length of x(n).
Themethod of wavelet soft-threshold de-noising proposed by
Donoho et al. [29] is simply described as follows:

W x(j, k) = W s(j, k)+Wg(j, k) (2)

where W x(j, k), W s(j, k) and Wg(j, k) represent the wavelet
transform of x(n), s(n) and g(n) respectively. j is the number
of decomposition levels, and k is the order of the wavelet
coefficient. The wavelet decomposition coefficients of s(n)
are mainly concentrated in some primary coefficients. The

FIGURE 1. The process of wavelet soft-threshold de-noising.

energy distribution of g(n) is dispersed in thewhole domain of
wavelet decomposition and the corresponding decomposition
coefficients are small. To attenuate noise, a suitable threshold
T is set by:

T = ρ
√
2 lnN (3)

where ρ is the standard deviation of x(n). The actual situation
is that the noise is unknown, so the parameter ρ should be
estimated by the following equation:

ρ = Median(|wj,k |)/0.6745 (4)

where wj,k denotes the j-th level and k-th wavelet coefficient
in the wavelet transform. |·| is to get the absolute value ofwj,k .
Median (·) denotes a function that takes the median of the
sequence in the parenthesis. The value 0.6745 is the adjust-
ment coefficient of standard deviation [29]. The wavelet
coefficients are performed to be zeroes which represent the
noise, if they are less than T . On the contrary, the wavelet
coefficients are shrunk to zero according to a fixed quantity
by the function Sgn (·), performed in Equation (5) as follow:

w̃j,k =

{
Sgn

(
wj,k

) (∣∣wj,k − T ∣∣) , ∣∣wj,k ∣∣ ≥ T
0,

∣∣wj,k ∣∣ < T
(5)

where w̃j,k denotes the coefficients after wavelet soft-
threshold processing.

Including the de-noising steps summarized above, Figure 1
illustrates the process of wavelet soft-threshold de-noising in
which the problems 1# and 2# are marked and emphasized
in the blue part. The problem 1# is which wavelet basis to
select. The selection of a wavelet basis is usually determined
with the application, that is, the best wavelet basis selected
is according to the different types of signal de-noising. It is
better to achieve this goal adaptively, but the selection of
wavelet basis is difficult to summarize into general principles,
and only specific principles can be put forward for specific
problems. On the other hand, problem 2# is the selection
of the wavelet decomposition level which is also another
important factor worth regarding in the process of the signal
de-noising. However, there is no standard method but arti-
ficial experience to select the wavelet decomposition level
for the best de-noising effect. For pre-setting the decompo-
sition level, the high decomposition level will decrease the

7246 VOLUME 8, 2020



J. Chen et al.: Adaptive MP Algorithm Based-Wavelet Soft-Threshold Denoising for Analysis of LFO in Power Systems

TABLE 1. Comparison of de-noising effects with the best match of
different wavelet bases.

signal-to-noise ratio (SNR) and lead to the loss of useful
signal information, along with increasing the computational
workload. On the contrary, if the wavelet decomposition level
is too low, the SNR cannot be greatly improved. In order
to determine the best parameters more reasonably in the
process of wavelet soft-threshold de-noising for LFO signal,
the studies on the selections of the best wavelet basis and
wavelet decomposition level are carried out in the paper.

B. THE SELECTION OF WAVELET BASIS
The classical LFO signal unpolluted is assumed as follow:

s(n) = 2.0000× e−0.2000n · cos(2π × 1.5000n)

+ 1.5000× e−0.1000n · cos(2π × 0.5000n+ π/6)

+ 0.5000× e−0.0500n · cos(2π × 0.2000n+ π/3)

(6)

where n = 0, 1, 2, · · · ,N − 1 and N is the length of s(n)
which is added with white Gaussian noise g(n) artificially to
form x(n) described as Equation (1). As performed in [19], the
SNR and mean-square-error (MSE) are presented to evaluate
the de-noising effect. The white Gaussian noise is added to
s(n) which forms a certain SNR of 15 dB.

The selection of wavelet basis in wavelet de-noising is usu-
ally based on the actual de-noising effect of different wavelet
bases. In this paper, the best wavelet basis is evaluated and
selected according to the evaluating indexes SNR and MSE
after de-noising. In fact, most of the wavelet bases includ-
ing Haar, Daubechies, Biorthogonal, Reversebior, Coiflets,
Symlets support discrete wavelet transform (DWT) in
MATLAB2017a. In order to analyze and select the best
wavelet bases for LFO de-noising, the number of wavelet
decomposition levels is assumed to be 3. All these wavelet
bases are tested to the same noisy LFO signal x(n) so that
the best wavelet basis will be found and selected according
to the maximal SNR and the minimal MSE. Table 1 shows
the SNR, MSE and Ct of the best type of each wavelet basis.
Ct stands for the total operating time to de-noise the signal
1000 realizations. It is illustrated that Coif5 is the best wavelet
basis to obtain the maximal SNR and minimal MSE.

C. THE BEST NUMBER OF DECOMPOSITION LEVEL
The wavelet soft-threshold de-noising with wavelet basis
Coif5 is utilized to reduce the noise of the LFO signal with
SNR of 15 dB. In the context, different decomposition levels
based on wavelet basis Coif5 are tested and checked out

TABLE 2. Comparison of de-noising effects with different wavelet
decomposition levels.

FIGURE 2. SNR, Ct and MSN with different decomposition levels.

which are listed in Table 2. It shows that the best number
of composition level with maximal SNR and minimal MSE
is level 4. The calculating time Ct of 1000 realizations in
different decomposition levels increases with the raise of
decomposition level.

The SNR andMSEmatching with different decomposition
levels listed in Table 2 are also illustrated in Figure 2. The blue
square columns indicate the location of the maximal SNR at
level 4 as well as the location of minimum MSE depicted in
the green line. Therefore, level 4 is the best selection for the
decomposition level. On the other hand, taking into account
of calculating time, the corresponding calculating time Ct at
level 4 is moderate compared with other decomposition lev-
els. Based on the above discussion, wavelet basis Coif5 and
decomposition level 4 are the best parameter matching
way and have obvious advantages of wavelet soft-threshold
de-noising to the noisy LFO signal.

III. ADAPTIVE MP ALGORITHM
In general, the noise intensity which is characterized in SNR
is unknown for the LFO signal to be identified. The con-
ventional method of order determination is to set different
thresholds artificially according to the experience, so as to
determine the order after SVD decomposition. However,
the order number is largely influenced by subjective fac-
tors inconveniently and it may even cause large errors.
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FIGURE 3. Interpretation of RASEID.

Therefore, this paper presents an adaptive order determina-
tion method which is designed as RASEID for this problem.

A. THE INTERPRETATION OF RASEID
The singular value sequence of SVD is arranged in non-
increasing denoted as follow:

σ1 ≥ σ2 ≥ · · · ≥ σi−1 ≥ σi ≥ σi+1 ≥ · · · ≥ σL+1→ 0 (7)

where σi is the singular value of each order in the SVD and i
denotes 1, 2, · · · ,L+1 respectively. L+1 is the total number
of singular values. The singular entropy increment denoted by
Ei is defined by:

Ei = −
σi

L+1∑
i=1

σi

· lg
σi

L+1∑
i=1

σi

(8)

Then, RASEID designed as the order determination
method proposed in this paper is defined as follow:

Di = (E i − E i+1)/(E i+1 − E i+2), 1 ≤ i ≤ L − 1 (9)

Ei reflects the entropy increment of the corresponding singu-
lar value, and Di reflects the fluctuation of entropy increment
at the corresponding order. IfDM is themaximum value ofDi,
the actual order will equal to M . This is because its previous
orders represent effective signal while the subsequent orders
after M represent the noise signal. Since the cumulative per-
centage increments of the singular values before and after
order M are on different orders of magnitude, the maxi-
mum value DM appears on the distribution of Di. Therefore,
DM depicts the order of the true modes. The distribution
of Ei and Di is schematically illustrated in Figure 3, where
M = 6 is taken as an example in Figure 3. In addition,
the distributions of Ei and Di with different SNRs are also
analyzed and described, which shows the same order M = 6
adaptively. Furthermore, Table 3 gives the comparison on
the order results gotten by the conventional method EMO /
MEMO [38], [39] and the RASEID proposed in the paper.
The parameter δ is the sensitivity factor (ranging between
2 and 5) and Ad represents the adaptive threshold. It can be
easily noticed that there is no need to set the threshold value
in EMO / MEMO and RASEID to determine the order adap-
tively and accurately. In addition, RASEID has the advance of
simplicity to determine the order adaptively and is different

TABLE 3. Comparison of order determination in different methods.

TABLE 4. Accuracy test of RASEID in 1000 realizations.

with EMO/MEMO which depends on the extra validation
condition related to the parameter δ.

B. NOISE REJECTION OF RASEID
In subsection A, the order determination principle of
RASEID is described. However, in face of different ranks of
SNRs, RASEID is not always accurate. Therefore, the rank
of SNRs after de-noising effectively ensuring the accuracy
of order determination is worth considering. That is, the per-
formance of noise rejection of RASEID should be studied.
In this way, the SNR value after de-noising can be used as a
judgment before mode identification. To test the accuracy of
RASEID, Monte Carlo analysis to the LFO signal presented
in Equation (6) is performed. The accuracies of order deter-
mination are tested after adding white Gaussian noise with
different SNRs of 5 dB to 40 dB in 1000 realizations. Through
experiments and statistics, the accuracy performance of the
proposed method is tested and given in Table 4. According
to the data of Table 4, if the SNR increases to more than
25 dB, the accuracy rate can be large enough over 99%.
In addition, it can be seen that the accuracy of adaptive order
determination can be improved with the increase of SNR.

C. AN ADAPTIVE MP ALGORITHM
The LFO signal after wavelet soft-threshold de-noising is
described by:

x̂(n)=s(n)+r(n)=
P∑
i=1

AieαiTsn cos(2π fiTsn+θi)+r(n) (10)

where n = 0, 1, 2, · · · ,N − 1 and N is the length of the
discrete LFO signal. Ts is the sampling period. s(n) is the
original LFO signal, r(n) is the residual noise and x̂(n) is
assumed to be the actual LFO signal composed of s(n) and
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r(n). Ai, αi, fi and θi denote the initial amplitude, damping
factor, frequency, and initial phase of each mode respectively.
P is the number of LFO signal modes. Equation (10) can be
organized as follow:

x̂(n) = s(n)+ r(n) =
2P∑
i=1

Bizni + r(n) (11)

whereBi = 1
2Aie

jθi and zi= e(αi+j2π fi)Ts . 2P denotes the order
number, usually doubling the actual modes number of LFO
signal. The steps of adaptive MP algorithm are illustrated as
follows:

1) CONSTRUCTING HANKEL MATRIX H
The Hankel matrix H is constructed with the order of (N −
L)× (L + 1) using the LFO signal x̂(n) as follow:

H =


x̂(0) x̂(1) · · · x̂(L)
x̂(1) x̂(2) · · · x̂(L+1)
...

...
. . .

...

x̂(N−L−1) x̂(N−L) · · · x̂(N−1)

 (12)

whereN is the length of the discrete LFO signal, as illustrated
in Equation (10). L equals N/3 in this paper and representsMP
parameters, generally designed in the range of N/4 to N/3.

2) SVD AND ITS ORDER DETERMINATION USING RASEID
The Hankel matrix H is decomposed by SVD as follow:

H = U6VT (13)

where U is an orthogonal (N − L) × (N − L) matrix. V is
another orthogonal (L + 1) × (L + 1) matrix and VT is the
conjugate transpose of V . 6 is a diagonal (N − L) × (L +
1) matrix, whose principal diagonal elements are illustrated
in Equation (7). Using the order determination of RASEID
described in subsection A, the actual modal order of 6 is
assumed to be 2P. Thus, a new matrix 6′ is constructed by
the first 2P columns of 6 as follow:

6′ =


σ1 0 · · · 0
0 σ2 · · · 0
...

...
. . .

...

0 0 · · · σ2P
0(N−L−2P)×2P

 (14)

where6′ is a (N−L)×2Pmatrix. The first 2P rows of6′ for
a diagonal matrix containing the diagonal elements of σ1, σ2,
· · · , σ2P, and the rest elements are filled with zeroes. Obvi-
ously, the purpose of constructing a smaller diagonal matrix
6′ is to reduce the influence of noise and the complexity of
subsequent calculation.

3) CONSTRUCTING THE MATRIX PENCIL Y2 − λY1
First, the two matrices of V1 and V2 are to be constructed.
According to the order number of 2P, the first 2P columns of
V form the matrix V ′ with the order of (L + 1) × 2P. Then,
the last row of V ′ is deleted to form the matrix V1 with the

order of L× 2P and the first row of V ′ is deleted to construct
V2 with the order of L×2P. Thus, the following twomatrices
Y1 and Y2 are constructed as follow [40]:

Y1 = U6′VT
1 (15)

Y2 = U6′VT
2 (16)

where Y1 and Y2 are two (N − L)× L matrices.
Furthermore, according to Equation (15) and Equa-

tion (16), thematrix pencilY2−λY1 can be described by [41]:

Y2 − λY1 = Z1B(Z0 − λI)Z2 (17)

where λ is a scalar variable. Z0 is a diagonal matrix with
the diagonal elements of σ1, σ2, · · · , σ2P. B is a diagonal
matrix with the diagonal elements of B1,B2, · · · ,B2P. Z1 =

1 1 · · · 1
z1 z2 · · · z2P
...

...
. . .

...

zN−L−11 zN−L−12 · · · zN−L−12P

, Z2 =

1 z1 · · · z

L−1
1

1 z2 · · · z
L−1
2

...
...
. . .

...

1 z2P · · · z
L−1
2P


where zi is the pole of the i-th mode and Bi represents the
initial amplitude of the i-th mode and there is a relation of
|Bi| = 1

2Ai, i = 1, 2, · · · , 2P.

4) CALCULATING THE GENERALIZED EIGENVALUES AND
OBTAINING αi AND fi
In Equation (17), since the signal pole zi is the generalized
eigenvalue of Y2− λY1, the problem of calculating zi can be
transformed into the problem of calculating the eigenvalue of
the matrix C as follow:

C = Y+1 Y2 = (YT1 Y1)−1YT1 Y2 (18)

where Y+1 represents the generalized inverse matrix of Y1.
The eigenvalues zi can be calculated through Equa-

tion (18). Since zi equals e(αi+j2π fi)Ts , that is
ln zi
Ts
= αi+ j2π fi

illustrated in Equation (11), αi and fi can be calculated by:αi = Re[(ln zi)/Ts]

fi =
1

2πTs
Im(ln zi)

(19)

5) CALCULATING Ai AND θi
Ignoring the influence of noise r(n), Equation (11) can be
rewritten as follow:

x̂(0)
x̂(1)
...

x̂(N − 1)

=


1 1 · · · 1
z1 z2 · · · z2P
...

...
. . .

...

zN−11 zN−12 · · · zN−12P

 ·

B1
B2
...

B2P


(20)

where each Bi can be calculated using the total least square
method. Furthermore, the initial amplitude Ai and initial
phase θi can be described by:{

Ai = 2 |Bi|

θi = arctan(Im(Bi)/Re(Bi))
(21)
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After calculating themodal parameters of the signal, the iden-
tified LFO signal can be fitted. The index AFI [19] can
be used to characterize the approximation degree between
the fitting signal and the actual signal. In general, effective
mode identification can be accepted while the value of AFI is
greater than 10 dB. Otherwise, it is necessary to retry mode
identification.

According to the above statement, the whole processing
of LFO mode identification using the proposed algorithm is
illustrated in Figure 4.

IV. CASE STUDY AND DISCUSSION
In this section, three cases studies with analyses and discus-
sions are presented. The first case study is a simulation of
synthetic signalmode identification. The second one analyzes
the active power LFO in the IEEE four-generator and two-
area system which is tested and validated in the RT-LAB
experiment platform. The third one is the oscillation analysis
of the actual LFO data in the North American power grid.

A. SIMULATION ON SYNTHETIC SIGNAL
MODE IDENTIFICATION
This case study is conducted to test the proposed algorithm
using a typical synthetic signal model which is based on the
mathematical mode selected and performed in [18]. In this
paper, the signal defined in Equation (22) includes two
closely spaced modes 0.2284 Hz and 0.2800 Hz. The test
signal ssyn(n) is discretized with a rate of 100 samples/s and
a total observation time of 20 s.

ssyn(n)

= 1.0000× e−0.1697n · cos(2π × 0.2284n− 0.8000π)︸ ︷︷ ︸
mod e#1

+ 1.3200× e−0.8150n · cos(2π × 0.6250n+ 0.6000π)︸ ︷︷ ︸
mod e#2

+ 1.1300× e−1.8230n · cos(2π × 1.0290n+ 0.1000π)︸ ︷︷ ︸
mod e#3

+ 1.0000× e−0.1697n · cos(2π × 0.2800n− 0.8000π)︸ ︷︷ ︸
mod e#4

(22)

where n = 0, 1, 2, . . . , N -1, N = 2000 and ssyn(n) is
artificially added with noise to be SNR = 15 dB.
Figure 5 shows the synthetic original signal, noisy signal

and de-noised signal. The wavelet basis and decomposition
level are Coif5 and level 4, respectively in the de-noising
method of the wavelet soft-threshold de-noising proposed
in this paper. It can be seen that noise reduction process-
ing brings the de-noised signal closer to the original syn-
thetic signal. The SNR and MSE of the de-noised signal are
26.4996 dB and 6.5612× 10−4, respectively.

After wavelet soft-threshold de-noising, the adaptive MP
algorithm is performed. The model parameters are identified
and compared by different algorithms including the pro-
posed method illustrated in Table 5, where Th represents

FIGURE 4. Flowchart of the proposed method.

FIGURE 5. Synthetic original signal, noisy signal and de-noised signal.

TABLE 5. Identifying results in different algorithms.

the threshold value, and the value Ad denotes the adaptive
threshold value. Tc is the computing time of 100 realiza-
tions for the corresponding algorithm. The computer with an
i7-6700 processor of 3.40 GHz, the RAM of 4.0 GB and the
64-bit version of Win10 is chosen for computing.

On the other hand, the fitting LFO signals constructed with
the identified parameters in different algorithms are presented
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FIGURE 6. The fitting LFO signal curves in different algorithms.

FIGURE 7. The IEEE four-generator and two-area system with disturbance.

in Figure 6. Observing the approximation degree between
the de-noised signal and the fitting signals, the adaptive MP
algorithm proposed in this paper has an advantage over the
others in curve approximation effect and its computing time
Tc is rather short and satisfactory.

B. AN EXPERIMENT ON IEEE FOUR-GENERATOR AND
TWO-AREA SYSTEM BASED ON RT-LAB
EXPERIMENT PLATFORM
In this subsection, the effectiveness of the proposed method is
verified by the analysis of the IEEE four-generator and two-
area system [3] based on the RT-LAB experiment platform.
As described in Figure 7, it is assumed that two areas are
connected by double weak tie-lines from point 7 to point 9,
and the load of the system is very heavy which is prone to
occur LFO. In normal operation, area 1 including G1 and
G2 transmits the active power of 413 MW to area 2 including
G3 and G4. At the moment t = 1 s, the excitation reference
voltage of G1 and G3 is disturbed artificially with 5% of the
stable amplitude sustaining a period of 0.1 s.

To validate the performance of the proposed algorithm,
the IEEE four-generator and two-area system is accomplished
in MATLAB/SIMULINK. Then, the test system containing
the disturbances is loaded and performed in the RT-LAB

FIGURE 8. RT-LAB experimental setup.

FIGURE 9. Oscilloscope output of the tie-line power oscillation.

experiment platform [42] including OP5700 hardware-in-
loop (HIL) box, digital storage oscilloscope and user console
monitor illustrated in Figure 8.

The active power (PL) of the LFO signal which is from
point 7 to point 9 of tie-line is obtained between area 1 and
area 2 as illustrated in Figure 7. In Figure 9, after removing
the DC component, PL is extracted from the digital storage
oscilloscope which is the type MD04104C mixed domain
oscilloscope 1 GHz & 5Gs/s. Clearly, the extracted LFO
signal in the system carries the white noise which is produced
from hardware equipment in the transmission process. It is
saved in flash memory and displayed with the data sampling
interval of 0.01 s which is intercepted from the time point 1 s
as the oscillating start time with the total oscillation period
of 16.8 s as shown in Figure 10 (a). According to wavelet
soft-threshold de-noising, the de-noised PL is illustrated in
Figure 10 (b) which indicates the noise reduction effect
obviously.

The de-noised PL is shown in Figure 10 (b). The mode
identification analysis is carried out by using different iden-
tifying algorithms in which the threshold value is uniformly
set to be 0.1. The main parameters are calculated and listed
in Table 6. In fact, there are two actual LFO modes in
the systems which are 1.1137 Hz, -0.4589 and 0.6407 Hz,
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FIGURE 10. (a) PL, (b) De-noised PL.

TABLE 6. Identifying parameters and errors of the proposed algorithm.

FIGURE 11. Fitting of different algorithms.

0.1087, respectively. Compared to the actual parameters,
it can be seen that the proposed algorithm can effectively
identify the LFO modes adaptively and calculate the parame-
ters accurately. The fitting curves are described with different
algorithms in Figure 11. According to the different fitting
curves, the proposed algorithm fitting is the closest one to the
de-noised PL.

Furthermore, using different mode identification methods
to identify the de-noised PL, Table 7 illustrates that the pro-
posed method is effective to improve the conventional MP

TABLE 7. Comparison of mode identification results of different
algorithms.

FIGURE 12. The measured frequency signal.

algorithm and has the self-adaptability avoiding the instabil-
ity of artificial order determination. Tc is the average comput-
ing time of 100 realizations for the corresponding method.

C. OSCILLATION ANALYSIS OF NORTH
AMERICAN POWER GRID
In this section, the actual power grid data is measured and
extracted from the PMU in the North American power grid.
This data is utilized to evaluate the effect of the proposed
method on identifying the LFO. The LFO is measured at
06:27:35 which is set as the start time point and continues for
35 s in Kansas City, USA. The measured frequency signal is
recorded in the PMU and the sampling frequency is 10 Hz,
that is, a rate of 10 samples/s and a total observation time
of 35 s as shown in Figure 12.

After eliminating the DC and trend components from
the measured frequency signal mentioned above, the fre-
quency is de-noised with the proposed de-noisingmethod and
described in standard value, as shown in Figure 13.

In Figure 14, a wavelet time-frequency analysis is per-
formed on the de-noised signal as shown in Figure 13. The
horizontal axis represents time. The left vertical axis repre-
sents the frequency. The color-bar in the right axis indicate the
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FIGURE 13. De-noised frequency signal without DC and trend
components.

FIGURE 14. Wavelet time-frequency analysis.

FIGURE 15. The power spectrum density distribution.

energy of time-frequency coordinate point. The high-energy
area tends to be golden, and the low-energy area tends to be
black. It is found that the highlighted golden area is mainly
distributed in the period of 15 s-25 s, which indicates that
the frequency fluctuation in this period is relatively violent.
Furthermore, the system is disturbed in this period to occur
LFO and themeasured signal in this period can be taken as the
object of LFO analysis. The selected period of the measured
signal, which is marked by a dotted box in the period of 15 s
and 25 s in the Figure 13, is prepared for the subsequent
identification.

Since the number of the LFO modes equals that of the
LFO frequency components, it is an effective way to judge
the dominant modes according to the composition of the fre-
quency. In order to analyze the composition of the frequency,
the oscillation signal is characterized with the power spectral
density distribution shown in Figure 15. It can be seen that

TABLE 8. Identification with different choices.

there are sharp peaks in the power spectral density near the
frequencies of 0.25 Hz, 0.48 Hz, 0.66 Hz. The three dominant
modes are distributed around these three frequency points.
Accordingly, the dominant modes of the LFO are determined.

Based on the processing with and without noise respec-
tively, the LFO identifications are performed by conventional
MP and adaptive MP based on RASAID. The parameters of
the dominant modes are analyzed in different choices and the
results are shown in Table 8. It can be seen from Table 8 that
there are more accurate model order and parameters of
domain frequency and damping factors using the proposed
method which contains de-noising and the adaptive MP.

V. CONCLUSION
This paper has proposed a novel adaptiveMP algorithm based
on wavelet soft-threshold de-noising to deal with the LFO
signal extracted from the WAMS in power systems. The
proposed algorithm can accurately self-adaptively identify
a noisy LFO signal. The main advantage of the proposed
de-noising method lies in the appropriate wavelet basis and
decomposition level. Moreover, in the proposed adaptive
MP algorithm, the RASEID self-adaptively determines the
order of SVD, which avoids the influence of the human
experience. The cases studies have effectively verified the
proposed method. Furthermore, the results have illustrated
that the proposed parameters setting wavelet basis Coif5 and
decomposition level 4 to noisy LFO signal are more effec-
tive comparing to other parameters. Meanwhile, compared to
conventional MP and other identifying algorithms listed in
literature, the results showed that the proposed adaptive MP
algorithm is adaptive and less-sensitive to noise.
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