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ABSTRACT With the rapid application of medical imaging technology, the number of medical images is
increasing and the form is gradually diversified. The management and retrieval of medical images is an
urgent problem to solve. Traditional image matching technology has many limitations due to the complexity
of its manual labeling. Therefore, content-based medical image retrieval is a new method to solve this
problem. The technique uses the visual attributes contained in the image to establish the feature index of the
image, adopts Sparse Connectivity and weight sharing of CNN (Convolutional Neural Network) to obtain
the image feature, and then perform feature similarity matching between the query image and the image
in the image database, and implement retrieval according to the matching result. The intensive matching
based on the Internet of Things has great potential in the application of medical image 3D reconstruction.
Compared with the traditional algorithm based on convolution feature segmentation and morphological
filtering, the biggest advantage of the proposed algorithm is the computational efficiency, aiming at the
same image. The efficiency of dense matching based on the Internet of Things has greatly improved. At the
same time, the problem of occlusion, moving objects, rotation, and scaling in multi-view images is well
handled. Experiments show that the proposed method can extract more dense and reliable matching points
for multi-view images, which is beneficial to the subsequent 3D reconstruction.

INDEX TERMS Image matching, medical image retrieval, sparse connectivity, weight sharing, 3D recon-
struction, Internet of Things.

I. INTRODUCTION
In modern medicine, digital imaging, computed tomography
imaging, nuclear magnetic resonance spectroscopy, digital
blood vessel silhouette, ultrasound, positron emission tomog-
raphy and many other medical imaging devices produce a
variety of forms. Medical imaging plays an indispensable
role in medical diagnosis of anatomical examination, patho-
physiological information and so on [1]. With the rapid
development of computer technology and the increasing
advancement of such medical imaging equipment, the num-
ber of clinical digital images collected worldwide has
exploded in the past decade, and there is an urgent need for a
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management and proper use of massive medical images [2].
As a result, medical image archiving and communication
systems have emerged. In this standard, image data is labeled
with letters and digitized index numbers, such as patient
name, date of inspection, method of inspection, and the like.
In the medical image workflow, it has gradually become the
mainstream way of image storage and management [3], [4].
In the image management system, image retrieval is undoubt-
edly one of the main and even core functions, and it is an
important tool for assisting analysis and decision-making.
It promptly feeds back the images the doctor needs based on
the doctor’s request.

Zhang et al. [5] proposed a fast imaging method of
magnetic resonance compressed sensing based on generat-
ing adversarial networks. This method uses GAN to model
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low-dimensional manifolds of high-quality MR images.
Experimental results show that this method can achieve at
least 5 times the scanning acceleration, and the imaging
results are significantly better than the traditional compressed
sensing algorithm. Liu et al. [6] proposed an MR fast
imaging method based on a cascaded deep neural network
(cascaded DNN). Through multiple alternating processing
of CNN and data fidelity terms, the original complex MR
image reconstruction problem can be converted into a series
of sub-processes for sequential execution, and each sub-
process only needs to further optimize the results of the
previous sub-process just fine. In order to combine the
advantages of traditional iterative reconstructionmethods and
deep learning methods, Anthimopoulos et al. [7] proposed
an MR image reconstruction method based on the alternat-
ing direction multiplier algorithm-ADMM-Net. The ADMM
iterative reconstruction method uses neural networks for re-
implementation. The construction of ADMM-Net refers to
the classic ADMM, so the reconstruction results of the net-
work are better interpretable. Yang et al. [8] proposed using
the convolution framework method to explain it theoretically.
The convolution framework was originally used to extend the
application of the low-rank Hankel matrix theory to inverse
problems. Liu et al. [9] proposed a deep convolutional frame
neural network and proved that the network can achieve
perfect reconstruction using a modified linear unit nonlinear
activation function. Due to the spatial local characteristics
of CNN convolution operations, most of the fast imaging
methods based on deep learning currently choose to pro-
cess in the image domain. However, some image artifacts
caused by incompleteness of k-space data are difficult to
solve perfectly in the image domain. To solve this problem,
Al-Bander et al. [10] proposed a fast MR imaging method
based on dual-domain deep learning. Corresponding deep
CNNs were designed in both the image domain and the
frequency domain. Uncollected data is recovered.

This paper chooses to use feature-based methods for dense
matching. This paper first briefly introduces some basic con-
cepts and theoretical knowledge that this algorithm needs,
and tries to complete the intensive matching. For the problem
of inefficiency, it is proposed to use the optimization algo-
rithm to extract feature points to further improve efficiency.
Secondly, in order to eliminate mismatch, this paper proposes
a densely matched point medical image convolution feature
segmentation and morphological filtering for the Internet of
Things. This paper also uses the distance constraint, that is,
the point pair whose nearest neighbor distance is less than a
certain threshold is a more reliable matching point. Finally,
the polar line estimation is performed, and the pair of match-
ing points is constrained by the polar line to finally obtain the
correct matching point [11]. It combines image processing
and analysis, pattern recognition, machine vision, artificial
intelligence and human-computer interaction to make deeper
use of storedmedical image information. It has become one of
the research hotspots in the field of medical imaging. Become
themainstream development trend ofmedical image retrieval.

The rest of our paper was organized as follows. Theory
and method were introduced in Section II, such as high
precision flexible system parameter calibration, Intensive
matching theory and so on. The related application of the
proposed system is described in Section III. Experimental
results and analysis were discussed in detail in Section IV.
Finally, Section V concluded all the work.

II. THEORY AND METHOD
A. HIGH PRECISION FLEXIBLE SYSTEM PARAMETER
CALIBRATION
The calibration of the system parameters requires the use
of a dedicated calibration phantom. During the parameter
calculation process, it is necessary to fit the trajectory of
the corresponding position. The required calibration body
mold has a relatively accurate size and relative position [12].
For this purpose, the phantom processing requires less than
25 microns. From the aspects of calculation and error, the
calibration phantom shown in Figure 1 is designed. The upper
and lower circles are precisely positioned in a cylindrical
plastic model. In each of the circular shapes, 12 steel balls are
equally spaced on 360, and the distribution is the same on the
upper and lower circles [13], [14]. Twenty-four steel balls are
embedded in a cylindrical PMMA (PolymethylMethacrylate)
material and their position is used as a basis for calculating
the parameters.

FIGURE 1. System parameter calibration phantom.

In order to ensure that the background around the feature
points of the projected picture is not uniform, a plastic cover
with the same material as the model is added at each end of
the model. To ensure the practicability of the data, the adja-
cent balls should avoid overlapping when projecting. Put the
posture on the hand and adjust the proper posture. Calculate
the parameters based on the analysis of the trajectory of
the projection point [15]. For better fitting of the elliptical
trajectory, a 360-degree rotation projection should have done.

In this paper, by integrating the scanned projection pic-
tures, each point can obtain the corresponding trajectory
equation by fitting the ellipse, and analyze the trajectory
equation and each feature point to calculate the calculation
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of each parameter. At the same time, it is possible to
change the pose multiple measurements to reduce the error.
Using the existing data, you can calculate all the parameters
you need [16]. The following are the calculations of some
parameters.

B. INTENSIVE MATCHING THEORY
Dense matching simplifies the algorithm by calculating the
integral map, filter approximation, changing the filter size
to construct the scale space, etc., taking into account the
calculation speed and detection effect, and the detector has
considerable repeatability [17]. The feature detection judges
whether a point is a feature point according to the determinant
value of the Hessian matrix, and the feature point is consid-
ered to be a point where the determinant has amaximumvalue
in the scale space. The expression of the Hessian matrix is as
follows.

h(x, δ) =
(
lxx(X , σ ) lxy(X , σ )
lxy(X , σ ) lyy(X , σ )

)
(1)

Among them, X = (x, y) is the point of image I , σ
presents the scale space factor, Lxx means the value of the
Gaussian second-order partial derivative by xx direction and
the convolution of the image I .

lxx =
∂2

∂x2
g(σ )⊗ I (2)

The convolution of Gaussian second-order partial deriva-
tives with images is similar to the following. dxx is the dis-
cretization of lxx, dxy is the discretization of lxy, dyy is the
discretization of lyy.

lxx(X , σ ) → dxx
lxy(X , σ ) → dxy
lyy(X , σ ) → dyy (3)

Due to the approximation of the Gaussian convolution
kernel, in the determinant calculation, the weight is used
to maintain the consistency of the energy before and after
the convolution kernel approximation, and the value of the
weight determined by the scale [18]. After obtaining the
approximate Hessian matrix determinant value, local non-
maximal suppression is also required (Non-maxi-Mum sup-
pression), and perform scale space interpolation calculation.
In the neighborhood of the scale space, we compute the local
maximum of the approximate Hessian matrix determinant for
local non-maximal suppression.

The neighborhood includes the corresponding region in
the blob response map at three adjacent scales. The blob
response maps of different scales are obtained by convolution
calculation of the Hessian matrix determinant with box filters
of different scales and integral images, as shown in Figure 2.

C. MORPHOLOGICAL FILTERING
Morphological filtering is used to determine the camera pose
at three points, and is now widely used in both computer
vision and other disciplines. Morphological filtering is very

FIGURE 2. Schematic diagram of feature extraction for dense matching.

effective for dealing with large proportions of external points
[19], [20]. Here, we will briefly introduce the morphological
filtering algorithm. Given the general model M and given
measurement data D, the general steps for morphological
filtering to estimate model parameters p are as follows.
Determine the solution model, that is, determine the model

parameters p, the number of minimum data points n required,
and the subset of data points n is called a sample of the
modelM . A sample is extracted from the data point setD, and
an instance of the model is calculated from the sample J , and
a set of data points corresponding to the geometric distance
threshold is recorded as a consistent set S(Mp(J )), which
called an instance Mp(J ). Figure 2 shows the Morphological
filtering for one-dimensional matching. If the number of
data points in the consistent set S(Mp(J )) is > threshold t ,
the model is re-estimated and the result is output [21]. If the
threshold is t , return to step 2). AfterK -random sampling, the
largest uniform set S(Mp(J )) is selected, and the model M is
re-estimated by S(Mp(J )) and the result is output.
In the matching, the researchers often combined with the

morphological filtering algorithm to eliminate the mismatch,
and achieved good results [22]. The most typical is to use
themorphological filtering algorithm for the estimation of the
basic matrix F , to eliminate the mismatch, the main steps as
follows.

The feature point sets of the two images are extracted
and an initial ‘‘match pair set’’ is established. Morphological
filtering removes the mismatch pair [23], [24]. The basic
matrix F determined by the current sampling, and its consis-
tent set S(F). If the current uniform set S(F) is larger than the
original consistent set, keep the current consistent set and the
corresponding basic matrix, and delete the original consistent
set and the corresponding basic matrix F .
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The basic matrix is re-estimated from the largest consistent
set (ie, the correct match pair). In order to automatically
estimate the basic matrix, it is first necessary to automatically
create a ‘‘point correspondence set’’ from the two images, that
is, to perform automatic matching, which can tolerate a large
number of mismatches in the corresponding set, because in
the morphological filtering estimation method.

D. MEDICAL INTERNET OF THINGS
After entering the 21st century, the Internet of Things has
gradually entered people’s field of vision under the back-
ground of profound changes in information technology and
social production and economic and social development.
In addition, in the past 10 years, it has shown a trend of rapid
development. In the early concept, the Internet of Things was
actually equivalent to RFID (Radio Frequency Identification
Devices) technology plus the Internet. Through the informa-
tion sensing devices such as radio frequency identification,
infrared sensors, global positioning systems, laser scanners,
etc., the Internet of Things connects any items with the Inter-
net according to the agreed protocol, and exchanges informa-
tion [25], [26]. The goal is to have all the items connected to
the network for easy identification and management. At its
core is the application of Internet extensions to all areas of
our lives.

At present, the domestic public medical management
system is imperfect, the medical cost is high, the channels are
small, the coverage is low, the large hospital is overcrowded,
and the patient treatment procedures are cumbersome.
Wisdom Medical improves the speed of diagnosis and treat-
ment through a fast and improved digital information system,
while improving the operational efficiency and regulatory
efficiency of the hospital.

(1) Intelligent medical service: electronic medical record-
ing various information such as text, graphics, data, and
images generated during medical treatment, storing outpa-
tient and inpatient treatment records [27], [28], facilitating
medical treatment, and improving the efficiency of medical
staff.

(2) Intelligent medical monitoring: vital signs
monitoring—-wearable medical monitoring and alarm sys-
tem. The multi-parameter acquisition mechanism is used to
monitor the patient’s blood pressure, pulse, body temperature
and blood oxygen content, and the collected signals are
transmitted to the medical center through Bluetooth for real-
time monitoring.

(3) Medical product management: anti-counterfeiting of
drugs—Generally adopt RFID electronic tag identification
technology. The manufacturer assigns a unique product elec-
tronic code for each batch of drug or even each vial, and
attaches the RFID tag to each batch of drug. Throughout
the circulation, all producers, wholesalers, retailers and users
who may be involved in the drug can use the RFID reader
to read the serial number and other information of the drug,
and can also access the database according to the drug serial
number.

Telemedicine: Telemedicine consultation establishes a new
connection between medical experts and patients, enabling
patients to receive consultations from remote experts and
to provide treatment and care under the guidance of their
patients in situ and in the original hospital. It mainly uses the
network to communicate voice and high-definition images,
and realizes ‘‘face-to-face’’ consultation between experts and
patients, experts and medical staff.

To a certain extent, it will alleviate the lack of medical
service capacity in remote areas and the unbalanced devel-
opment of medical standards [29]. Medical breakthroughs
in geographical limits are conducive to the development of
clinical research and improving the level of diagnosis and
treatment of small and medium-sized physicians. Medical
IoTs was shown in Figure 3.

III. STUDY ON CONVOLUTION FEATURE SEGMENTATION
AND MORPHOLOGICAL FILTERING OF DENSELY
MATCHING MEDICAL IMAGES
A. FEATURE SEGMENTATION AND EXTRACTION
Due to the huge deformation in the multi-view image, there
are also problems such as occlusion, moving objects and
inconsistent illumination. Gray-based matching is not suit-
able. In this paper, we choose to use feature point-based
methods for dense matching. The so-called feature points are
an important local feature in the image. Compared with other
features, the feature points have certain robustness to rota-
tion and changes in illumination conditions. The important
grayscale information of the image is not lost; the amount of
data participating in the calculation can have greatly reduced.

The number of points extracted by densematching points is
uniform, and more feature points can have extracted whether
it is a texture-intensive area or an under-rich area. The extrac-
tion feature point has a large gap in both efficiency and
effect. Therefore, considering this, the feature segmentation
algorithmwill have used for feature extraction. Figure 4 is the
effect diagram of image feature extraction. For the left and
right images, more feature points have extracted. In order to
achieve high precision and high efficiencymatching, it is very
important to select the appropriate feature point description.
A good feature descriptor is not only robust to rotation,
scaling, and changes in photographic conditions, but also has
high efficiency. The most common feature point descriptors
have good robustness and have widely used in computer
vision and photogrammetry. However, its versatility makes it
very inefficient, computationally expensive, and cannot meet
actual needs.

B. MULTI-VIEW IMAGE MATCHING IMPLEMENTATION
Multi-view image matching is based on stereo pair matching.
Based on the densematching of stereo pairs, this paper selects
three multi-view images for multi-view image matching [30].
Here, we record three images as (va, vb, vc), selecting two
image groups of three images to establish a dense matching
of the body image pairs, such as (va, vb), (vb, vc), (va, vc).
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FIGURE 3. Medical IoTs.

FIGURE 4. Example of image feature extraction.

If there is a matching point pair (fa, fb) at (va, vb), there is a
matching point pair (fb, fc) at (vb, vc), then, in the affirmation
There is a matching point pair (fa, fc) at (va, vc). So that the
matching result of the stereo image pair matching (fa, fb, fc)
is selected as the matching point of the multi-view image
(va, vb, vc), and the matching of the three images is com-
pleted [31].

Based on the dense matching of stereo pairs, this
paper selects two images for 3D reconstruction experiments.
The process of 3D reconstruction is actually a transformation
from point coordinates to object coordinates. There are three
coordinate systems involved, such as image point coordinate
system, camera coordinate system and object coordinate sys-
tem. The relationship between the camera coordinate system
and the image point coordinate system is shown in Figure 5.

The spatial connection of images is that the local pixel
connections are relatively close, while the pixels with far
distances are weakly correlated. Therefore, it is not necessary
for each neuron to perceive the global image, as long as the
local perception is made, then the local layer will be local-
ized. The information is combined to get global information.
Implementation with a convolutional layer: local features
are extracted from the previous layer by a local convolution
filter [32]. This quadratic feature extraction structure reduces

FIGURE 5. Coordinate system conversion diagram.

feature resolution. The convolution operation is actually
extracting a piece of local information, and some statistical
characteristics of the local information are the same as other
parts, which means that the learned features can also be used
in another part. So the same learning characteristics can be
used for all positions on the image.

Xcam =
(
R −RC
0 1

)
x
y
z
1

 = (R −RC
0 1

)
X (4)

where R is the rotation matrix and C is the translation matrix,
so the conversion relationship between the image point coor-
dinates and the object coordinates is as follows: xy

1

 =
 fx 0 PX

0 fy py
0 0 1

(R −RC
0 1

)
x
y
z
1

 (5)

Obviously, an image point coordinate can be listed as two
equations. Therefore, the same name image point pair can list
4 equations, and the unknown number is 3. It is a very typ-
ical least squares problem. Using the least squares solution,
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FIGURE 6. Two-dimensional indication of CT positive transformation and inverse transformation of light
source and detection panel.

we can get each dimensional point coordinates corresponding
to the image points of the same name, that is, the sparse
three-dimensional point cloud. Obviously, the sparse three-
dimensional point cloud cannot meet the actual needs, and
it needs to be interpolated to obtain a more accurate surface
model.

C. DRR GENERATION ALGORITHM
In order to calculate the DRR image quickly, the optical path
calculation of the corresponding ray source to pixel physical
coordinate point in each pixel calculation of the DRR in the
Siddon-Jacobs Fast Ray-tracing algorithm is independent of
each other. Therefore, it is suitable for parallelization and split
calculation of the algorithm. The CT is placed in the space
coordinate system with the coordinate axis as the edge, and
the CT center is the intersection of the two virtual ray center-
lines [33]. The distance from the source to the intersection of
the rays is SAD, and the distance from the source to the plane
coordinate system is SID. The intersection of the line of the
ray source and the CT center point and the 2D plane is taken
as the center point of the DRR image, and the spatial physical
coordinates of all DRR pixel points are calculated according
to the preset DRR size and the physical size of the pixel.
The Grid and Block dimensions of CUDA are set according
to the DRR size, so that the calculation of each DRR pixel
is handled by one thread, and the DRR generation is fully

parallelized. When the CT data is transformed in the space
coordinate system, the CT data of the new position needs to
be interpolated to calculate each voxel value, which is very
time consuming [34]. The inverse of the light source point
and the panel causes the voxel that each optical path passes to
be equivalent to the interpolation result. The two-dimensional
schematic diagram is shown in Figure 6. Under the positive
transformation of the scheme 1 and the inverse transformation
of the scheme 2, the voxels corresponding to the optical
path are completely identical. The spatial transformation and
interpolation of the complexity O(n3) is reduced to the spatial
transformation of the O(n2) plane coordinate system, and no
interpolation is needed to avoid the introduction of errors in
the continuous transformation of the CT value.

D. DENSE MATCHING POINT MEDICAL IMAGE
REGISTRATION PROCESS
1) 2D-2D APPROXIMATE RIGID BODY REGISTRATION
According to the relationship between the space coordi-
nate system and the plane coordinate system established in
Section 1, it can be known that 2D-2D rigid body registration
can be performed on two pairs of DRR-X ray images in two
orthogonal plane coordinate systems to calculate the space
coordinates. Tx, Ty, Tz, Rx, Ry in the rigid body transfor-
mation parameters. In fact, the difference between the corre-
sponding parameter Rz when generating the X-ray image and
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the DRR is generated, and the change of the spatial parame-
ter in the DRR generation is not a factor that is expressed
independently on a certain plane. For example, the rotation
Rx along the X-axis direction appears as a rotation r2 in the
plane coordinate system o2, but brings a predictable simple
affine deformation (the y1 axis deflation) on the DRR image
contour on the plane coordinate system o1 [35]. At the same
time, it exhibits a highly nonlinear effect on pixel values.
This is because the optical path between the ray source and
the DRR pixel coordinates after the rotation has undergone a
slight change in the path length of the different CT voxels or
in the same voxel. In order to perform 2D-2D registration in
the presence of small non-rigid body differences, a weighted
mean similarity measure MetricLWM is designed. For two
images I1, I2 of sizeN ∗M , themetricMetricLWM is calculated
as follows:

For image I , binarization with a mean threshold is per-
formed, and the i-th row and j-column pixels of the binariza-
tion result I ′ are as follows.

I ′ (i, j) =

{
1, I (i, j) ≥ Th
0, I (i, j) < Th,

Th =
1

N ∗M

N ,M∑
i,j

I (i, j) (6)

For the two binarized images I ′1, I
′

2, the i-th row and
j-column element M (i, j) of the residual weighted mean
matrixM :

M (i, j) =

i+ n,
j+ m∑

p = i− n,
q = j− m

β

∣∣I ′1 (p, q)− I ′2 (p, q)∣∣
β + α

(7)

The parameter m, n is the length and width of the rectan-
gular area of the local pixel block, which α, β is calculated
by the following formula:

β =

{
1, if i 6= p, j 6= q
α, if i = p, j = q,

α = (2n+ 1) (2m+ 1)− 1 (8)

According to further calculation of similarityMetricLWM :

MetricLWM = 1−

∑N ,M
i=1,j=1M (i, j)

N ∗M
(9)

Under this metric, the X-DRR image pairs on the 2D
plane can be approximated by rigid body registration, and the
transformation results on the plane reflect the spatial transfor-
mation to some extent [36]. It can be used to guide the inverse
transformation of the light source and panel in the second
section to speed up the iteration. The 2D-2D approximate
rigid body registration process is shown in Figure 7.

FIGURE 7. The image matching based on 2D and 3D.

2) 2D-3D APPROXIMATE RIGID BODY REGISTRATION
According to the 2D-2D approximate rigid body registra-
tion algorithm, the 2D-2D registration results of two pairs
of DRR-X ray images are calculated and updated by the
formula (1)∼ formula (3), and the corresponding spatial rigid
body transformation parameters Tx, Ty, Tz, Rx and Ry. For
the ray source points S1 and S2 in the space coordinate system
and the corresponding two plane coordinate systems, the spa-
tial rigid body transformation with parameters -Tx, -Ty, -Tz,
-Rx, -Ry, -Rz is performed by the new spatial coordinate
system. The plane coordinate system generates a new pair
of DRR images and calculates the NCC (Normalized Cross
Correlation) metric between the DRR-X ray image pairs.

For two images I1, I2 of the same size N ∗M , the metric
NCC (I1, I2) is calculated as follows:

NCC (I1, I2) =
Cvar(I1, I2)√
Var (I1)∗ Var(I2)

(10)

The calculation Cvar (I1, I2) is as follows:

Cvar (I1, I2) =

∑N ,M

i = 1,
j = 1

((
I1 (i, j)− I1

)∗ (
I2 (i, j)− I2

))
N ∗M

For image-I , the calculation S(Mp(J )) is as follows:

Var (I ) =

∑N ,M
i=1,j=1(I (i, j)− Ī )

2

N ∗M
(11)

According to the value of the NCC metric, the coordinate
rotation search is performed on the six rigid body trans-
formation dimensions of the spatial coordinate system. The
spatial rigid body transformation parameters are updated by
the 2D-2D registration result of the search. Themain steps are
described as follows. Read CT and X-ray image data, estab-
lish a coordinate system, and assign physical coordinates to
CT voxels and DRR pixels.
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According to the current parameters Tx, Ty, Tz, Rx, Ry, Rz,
a pair of orthogonal DRR images are generated, and 2D-2D
registration is performed respectively with the corresponding
X-ray images. The initial parameters of the 2D-2D registra-
tion are from the orthogonal decomposition of the spatial
rigid body transformation parameters, and the Tx, Ty, Tz, Rx,
Ry are updated by the registration results between the two
pairs of DRR-X-ray images.

According to the updated parameters in 2), the GPU accel-
erates again to generate a new pair of DRR images. Calculate
the NCC metric between the DRR and the corresponding
X-ray image, and perform a round search to update one of
Tx, Ty, Tz, Rx, Ry, Rz.

Repeat 2) to 3) until the increment of the NCC metric in 3)
between the iterations is less than the threshold. The current
parameters Tx, Ty, Tz, Rx, Ry, Rz and their corresponding
DRR images are output.

The 2D-2D registration result is more reliable because the
Rz parameter in the iteration 3) search result is closer to the
target value.

IV. EXPERIMENTS AND RESULTS
The dense matching point medical image for the Internet of
Things is a technology that reconstructs a two-dimensional
medical image sequence into a three-dimensional stereo-
scopic image through computer visualization technology and
intuitively displays it on the screen, providing users with a
series of interactive functions. In medical diagnosis, because
it can provide real 3D medical images, doctors can analyze
the lesion areas and other tissues and organs of interest from
multiple angles and levels. Greatly it improved the accuracy
of doctors’ diagnosis, which can provide strong support for
the diagnosis and treatment of doctors.

A. DATABASE RUNTIME ENVIRONMENT
With the rapid application of IoTs, IoT technology is increas-
ingly used in medical imaging. The IoT application is the
collection of massive medical images. The combination of
intensivematching point medical images and feature segmen-
tation technology enables the Internet of Things to further
integrate into people’s production and life. In this paper, IoT
technology is used to design acquisition equipment based on
dense matching point medical images, and CT images are
collected as research databases. Figure 8 is a design diagram
of a medical image based on an intensive matching point of
the Internet of Things.

B. PROGRAM RUNNING
After pressing the exposure button, the image is immediately
exposed, and the received image quality is very poor. The
reason is that the Acquire Prepare function called before the
2D tablet acquisition requires <700ms, and the Acquisition
Trigger function starts to<125ms when the ‘‘Exposure Event
On’’ event occurs. Therefore, it is speculated that the delay in
‘‘Workstations’’ is changed to 650ms in the EMD software.
Figure 9 shows the exposure state switch.

FIGURE 8. Medical image architecture diagram based on IoTs.

FIGURE 9. The Exposure state switching.

The experimental data is the head image after the head
field segmentation. The front image is the head cancer image,
the normal image of the head, the image of the heads with
enhanced texture, and the remaining image is the bronchi-
tis image. Based on the head phantom localization imaging
technology that has been compiled and run, this paper uses
the dense matching point method to perform multi-point
calibration of head images that have been segmented by the
head field, as shown in Figure 10.

The experiment selected a CT picture of a common human
head. Figure 11 is a reference picture, which select from
DeepLesion Imaging Database. The treatment of these dif-
ferences is the focus and difficulty of our entire image regis-
tration work.

C. SELECTION OF EXPERIMENTAL PARAMETERS
The ratio of the cross-sectional area of the image size to the
volume data size changes, and the pixel spacing that generates
the DRR needs to be re-adjusted to generate a DRR image
of a suitable size and good filling effect (avoiding a large

12528 VOLUME 8, 2020



Y. Yao et al.: Head CT Image Convolution Feature Segmentation and Morphological Filtering for Densely Matching Points of IoTs

FIGURE 10. The Phantom calibration position map.

FIGURE 11. The CT Reference map.

black background that is meaningless) for registration. The
following two are in the 1:2 ratio of the original sad and sid
and the 1:3 under the current mechanical structure, the pixel
spacing is 1mm∗1mm, and the image size is 256∗256 when
the DRR image.

Change the pixel spacing of 0.5mm∗0.5mm to produce an
image whose size is almost the same as the original ratio,
which is more suitable for registration. The image shows
the image generated under the current mechanical structure
parameters in Figure 12.

Rotate -15◦ 20◦ 2◦ along XYZ, translate -15mm 10mm
5mm to create two angled 75◦ DRR images. The upper pic-
ture shows the 45-degree detection panel image, the picture
below is -30 degree in Figure 13.

D. FILTER PROCESSING
Due to the quality problem of the image to be processed,
the image to be processed should be pre-processed before
being easily extracted. The specific operation is as follows.
When the image is acquired, the image is blurred due to the
relative motion between the scene and the camera. Among
them, the problem of restoration of blurred images caused

FIGURE 12. DRR image of a suitable size and good filling.

FIGURE 13. Two method of image matching.

by uniform linear motion is more general and universal. The
variable speed and non-linear motion can be regarded as
the result of uniform and linear motion under certain condi-
tions [7].

The model of image blur caused by uniform linear
motion in the horizontal direction and the approximate
formula for recovery are expressed by the following
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TABLE 1. Experimental results of dense matching points.

two equations.

g(x, y) =
∫ T

0
f
[
(x −

at
T
), y
]
dt (12)

f (x, y) ≈ A− mg′ [(x − ma), y]

+

m∑
k=0

g′ [(x − ka), y]

0 ≤ xy ≤ L (13)

where a is the total displacement and T is the total exercise
time.

In order to ensure that the global optimal solution can guar-
antee the registration accuracy in the optimization, the reg-
istration optimization needs to be divided into two parts:
initialization and precise registration. The template matching
method is used to match the X-ray image with a series of pre-
generated DRR images to select the DRR with the highest
similarity. The generation parameter of the DRR (rotational
translation of the 3D volume data, etc.) is taken as the
initialization value of the next step. In the template matching
process, the multi-resolution pyramid matching is adopted,
and the image information is reduced and reduced according
to a certain rule. From the top layer, each layer is calculated
and a part of the image with a large difference is discarded,
and the remaining images are entered into the next layer to
continue the calculation. The image that best matches the
X-ray image is filtered out until the last layer. Compared with
the way of calculating the X-ray and DRR matching degree
by traversing directly on the original image, this strategy will
match the calculation of some images in each layer, but the
image size is smaller in the layer with higher pyramid. The
DRR images with large differences are eliminated as early as
possible, and the number of remaining DRR images in the
lower layer is much reduced. Table 1 showed this method can
accelerate the search for the best matchingDRR and complete
the initialization parameters.

Registration accuracy is very accurate in translation, with
errors at the sub-pixel level. There is almost no difference
in the resulting registration results. The visible accuracy can

fully meet the requirements of the index and has greatly short-
ened in time. However, the 2D images used in this experiment
are not real X-ray images and may differ when using real
X-ray images. The result of the above filtered image is shown
in Figure 14.

FIGURE 14. Results of image matching and filtering.

A densely matched point medical image convolution fea-
ture segmentation and morphological filtering system for
the Internet of Things, enabling user registration, patient
information import, planning CT data import, patient scan-
ning, 3D reconstruction of 2D projection data, and image
registration with planned CT images and the function of
patient placement error output. The software uses a software
interface and system function layered decoupling design to
facilitate subsequent function expansion. The key technolo-
gies involved in the latest software release include image
system calibration, 3D reconstruction, and image registration.
System calibration is used to verify the geometric relationship
between the X-ray imaging source, the phantom, and the
flat panel detector, providing high precision and geometric
parameters for 3D reconstruction after multi-angle rotational
scanning imaging. The 3D reconstruction uses a multi-point
matching algorithm with a pure planar circular trajectory,

12530 VOLUME 8, 2020



Y. Yao et al.: Head CT Image Convolution Feature Segmentation and Morphological Filtering for Densely Matching Points of IoTs

which can have better reconstruction quality near the mid-
plane. Image registration is based on the reconstructed 3D
volume data and the loaded plan CT for 3D-3D registration
to obtain the patient placement error.

V. CONCLUSION
Image registration is a key technology in the fields of remote
sensing image processing, target recognition, image recon-
struction, robot vision, etc. It is the basis of multi-sensor
image fusion. Image registration is required in many fields
such as military, remote sensing, medicine, and computer
vision. The actual application process with IOTmay be differ-
ent, but the key factors are similar. This paper takes medical
imaging as the research object, and realizes computer-aided
diagnosis through image registration, which is helpful for
doctors to diagnose the patient’s condition. The main work
includes the following sections. The research background and
significance of the subject are described in detail. The analy-
sis of the research status of medical image retrieval based on
the Internet of Things and dense registration points, including
the introduction of key technologies for feature segmentation,
based on the principle of content image registration and its
frame structure. It also introduces the application in the med-
ical field, and gives a framework diagram of medical image
matching points based on the Internet of Things. According
to the research status of texture features, a variety of methods
for extracting medical image features based on statistics and
transformation are introduced. The head image is described
in detail, and the image is used as experimental data in
this paper. The automatic segmentation method of a digital
head image region is used to segment the feature, and the
segmented image is quickly registered.
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