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ABSTRACT Based on the analysis on the influencing factors of urban logistics demand, this paper, taking
into account the logistics demand with non-linear and small sample modeling characteristics from the
perspective of urban freight volume, introduces the ant colony algorithm into the modeling process to
optimize the penalty parameter ‘‘c’’ and ‘‘g’’ parameter of Radial Basis Function in support vector machine,
and has made a prediction to the logistics demand of Qingdao with the optimized support vector machine
model. The experimental results show that the prediction results of the improved support vector machine can
bring the prediction closer to the reality with their more accuracy, stronger stability and less error rate, thus
providing a guarantee for the logistics demand forecast of Qingdao.

INDEX TERMS Ant colony algorithm, logistics demand forecast, logistics engineering, support vector
machine, urban logistics demand.

I. INTRODUCTION
Urban logistics demand forecasting is based on the analy-
sis of relationship between supply and demand of logistics.
By analyzing relevant factors affecting logistics demand,
We have made a prediction on the indicators reflecting logis-
tics demand according to objective information and data.
Under the new situation, scientific forecasting of urban logis-
tics demand is an important basis for rationally formulating
logistics development policies, strengthening logistics infras-
tructure construction, and building a logistics service sys-
tem. Therefore, timely mastering the information of effective
logistics demand’s development trend is beneficial to the opti-
mization and improvement of the modern logistics system of
the city for realizing the goal of reducing costs and increasing
efficiency of the logistics, which has an important guiding
significance for improving the economic competitiveness of
the city and promoting the sustainable development of the
city.

The associate editor coordinating the review of this manuscript and

approving it for publication was Guanjun Liu .

The research on logistics in foreign countries started ear-
lier, and foreign scholars have made certain researching
achievements on the logistics demand forecasting. Samvedi
and Jain [1] conducted a simulation experiment on beer by
comparing the performance of three established forecasting
methods and gray forecasting methods in such a situation
that is interrupted and stable. The results show that the
gray prediction method has the best stability. Jaipuria and
Mahapatra [2]used the DWT-ANN model in the forecasting
study of regional logistics demand to reduce the inventory
cost resulted by the bullwhip effect, and the DWT-ANN
model and ARIMA were taken as examples of three different
local manufacturing companies. The results of the model
predictions are compared and the results verify the validity
of the DWT-ANN model. Zendehboudi et al. [3] proposed
a new hybrid support vector machine model to predict solar
and wind energy resources. Experimental results show that
this method is more accurate than those of other models.
Currently, domestic research on urban logistics demand fore-
casting is in its infancy. As localities pay more attention to the
development of logistics industry, some scholars realize the
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impact of urban logistics development on economic growth.
In the research, Ge et al. [4] uses a new R-BFGS optimization
method based on Riemannian manifold to estimate the GMM
parameters, and verifies the applicability of themodel. Liu [5]
proposed a combination forecastingmethod based on Shapley
value, and analyzed the index data of Shandong Province
from 2005 to 2014 by giving reasonable weights and compar-
ing three quantitative analysis models. Guo et al. [6] proposed
a SVM-LSTM combined forecasting model based on real-
time prediction error to predict the passenger flow of urban
rail transit. The experimental results show that the combined
forecasting model not only accurately reflects the abnormal
fluctuation of passenger flow, but also has higher Forecast
accuracy. Sun [7] optimized the initial parameters of gray
neural network by using particle swarm optimization algo-
rithm, and established a gray neural network predictionmodel
based on particle swarm optimization. Taking Beijing as an
example, combining the characteristics of logistics demand
is to analyze Beijing’s Logistics demands. Li et al. [8] first
used wavelet to decompose the sequence and sequence to
reduce the unsteady load order. In order to obtain the opti-
mal parameters of the second-order gray prediction model,
the paper uses the neural network mapping method to estab-
lish a second-order gray neural network prediction model.
It shows that the proposed method can effectively improve
the accuracy of load prediction. Wang et al. [9] adopts fuzzy
analytic hierarchy process (AHP), first optimizes parameters
σ and c, improves the SVM-based prediction model, and
then uses the optimal parameters to train SVM and establish
a prediction model to predict network traffic. Sujjaviriya-
sup [10] uses the fractional auto-regressive integral moving
average method to predict vibration trends and tire spectral
characteristics, and this method can not only be used to mon-
itor driving performance but also improve driving comfort.
In conclusion, studies home and abroad focus mainly on the
mathematical models used in the analysis of logistics systems
but are limited to the improvement of the forecasting methods
of urban logistics. As to the selection of research objects
and researchmethods, few studies concentrates on algorithms
based on the specific urban logistics development to analyze
the logistics demand forecast.

Based on the above research achievements, it is considered
that the logistics system is a complex nonlinear system. The
article focuses on the characteristics of fewer data samples,
lacking of internal connection and regularity. By comparing
various prediction methods, combination with support vector
machine has unique advantages in solving problems such
as sample finite, nonlinear function and multidimensional
pattern recognition. The support vector machine algorithm
is applied to the the forecasting research of urban logistics
demand by detecting the classification accuracy of four differ-
ent kernel functions, the RBF kernel function with the highest
classification accuracy is found, and the c and g parameters
affecting the prediction accuracy of support vector machine
are optimized by ant colony algorithm to establish improved
the prediction model of support vector machine. Compared

with other predictionmethods, ACO-SVMpredictionmethod
is more accurate to 97.28%. It can not only consider the
influence of other factors on the prediction object, but also has
the advantage of improving the prediction accuracy degree,
in the prediction result, people can get more reliable and
accurate results that support Qingdao’s logistics development
in data aspect.

II. INDEX SYSTEM CONSTRUCTION OF URBAN LOGISTICS
DEMAND FORECASTING
The accurate selection of urban logistics demand forecasting
index is the key step to successful implementation of fore-
casting. In order to ensure that the forecast results of logistics
demand are closer to the actual outcome, this paper analyzes
the complex and diverse factors affecting urban logistics
demand. Based on the investigation of relevant texts and the
actual situation, this paper analyzes the influencing factors
of urban logistics demand from the perspectives of economic
influence and non-economic influence.

Economic influence factor:
(1) The scale of urban economic development. Since the

‘‘13th Five-Year Plan’’, with the development of urban
economy, the growth rate of logistics demand has accel-
erated, and the development speed of urban economy is
closely related to the development of logistics industry.

(2) Urban industrial structure. Adjusting the urban indus-
trial structure can have a major impact on the size
and structure of logistics demand. As a regional center,
the city usually has the same industrial structure as the
local area. To stabilize a city’s industry, a city must
ensure that the service industry can achieve stable,
positive, and long-term development.

(3) Commercial trade. Commercial trade has a major
impact on the logistics needs of the city, and the devel-
opment of commercial trade also requires high stan-
dards of urban logistics support. For the import and
export volume of goods, the trend of foreign trade
volume must be taken into account when forecasting
urban logistics demand. The overall retail sales of urban
social consumption products can appropriately present
the activity of their business and trade flows, reflecting
the scale of logistics demand.

(4) Residents consumption level. With the development of
urbanization, progress has been made in e-commerce
distribution services with the increase of both the
consumption and purchasing power of local people.
Online stores and third-party logistics companies have
cooperated to obtain more business opportunities. And
urban goods distribution services will directly affect the
development of urban logistics demand. The develop-
ment trend of logistics demand.

(5) Capital investment. The capital investment affects the
logistics demand to a large extent. The city needs to
optimize resource allocation and policy guidance, and
the capital investment environment, and improve the
logistics service level.
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TABLE 1. Urban logistics demand forecasting indicator set.

(6) Consumer market. The consumer market refers to the
material exchange and economic activities that people
carry out in the social environment. The size of the
consumer market is limited by the population density.
In areas with high population densities, the increase
in commercial circulation has led to the occurrence of
logistics activities.

Due to the factors affecting urban logistics demand such as
non-economic factors, macroeconomic policies and external
environment, the demand for urban logistics in the short term
has little impact and thus can be ignored. Therefore, this
paper only focuses on the relationship between economic
indicators and urban logistics demand, and uses freight vol-
ume to measure the scale of urban logistics demand. In the
actual forecasting study, according to the availability of sta-
tistical data and the different statistical data of each region,
the influencing factor index system shown in Table 1 below
was constructed.

III. PREDICTIVE MODEL CONSTRUCTION
A. SUPPORT VECTOR MACHINE PRINCIPLE
Support Vector Machines (SVM) is a newly advanced tech-
nology, which, based on statistical learning theory, uses the
principle of structural risk minimization to avoid local min-
imums to effectively solve over-learning problem. It can
obtain meaningful law information, ensure people acquire
generalization ability, and possess better prediction accuracy
degree. The SVM method realizes the principle of minimiz-
ing structural risk. Aiming to find the unique solution by
using the quadratic programming method to construct the
optimal separation hyperplane in the high-dimensional fea-
ture space, thereby reducing the boundaries of classification
errors. One of the core ideas of Support Vector Machines
is the control of generalization ability. Statistical learning

theory indicates that the optimal hyperplane has the best gen-
eralization performance, and the problem of solving the opti-
mal hyperplane is transformed into Optimization problem.
The optimal hyperplane can be represented by the classifica-
tion function f (x) = wT x+b in the case of linear separability.
You can use y(wT x + b) to indicate the correctness and
faithfulness of the classification. The function interval is as
follows:

γ̂i = yi(wT xi + b) (1)

Regarding the maximum geometric spacing of feature
spaces, the constraint optimization problem is as follows:

min
w,b

1
2
‖w‖2 (2)

yi = (wT xi + b)− 1 ≥ 0, i = 1, 2, . . . , n (3)

xi represents the i-th point on the linear separable hyper-
plane, and b determines the position of the point on the
hyperplane relative to the origin, y indicates the classification
of the linear sample data points, and yi indicates the linear
classification category corresponding to the i-th data point.
Where w is the normal of the hyperplane, when f (x) is equal
to 0, and f (x) is greater than 0 corresponds to the data point of
y = 1, f (x) is less than 0 The point corresponds to the point
of y = −1.

Considering that most of the classification problems in
practical applications are linear (or nonlinear) and insepara-
ble, it is difficult to find a hyperplane that can distinguish
singular points without errors. By allowing a certain degree
of error classification, the soft margin method introduces a
slack variable ε that measures the degree of classification
of the error, and a cost constant c whose important effect of
weighted classification error on edge width [11]. For the non-
linear case, the input data is mapped to the high-dimensional
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FIGURE 1. Support vector machine nonlinear map.

feature space by using the nonlinear map a + b = c, and
finally the optimal hyperplane is constructed in the high-
dimensional feature space, so that the nonlinear data on the
plane is separated, as shown in Fig. 1 Shown.

Being generality, a slack variable εi is introduced for each
sample point to mark xi, at the same time the corresponding
objective function becomes:

min
w,b

1
2
‖w‖2 + c

R∑
i=1

εi (4)

s.t. yi(wT xi + b) ≥ 1− εi (5)

For the convex quadratic optimization problem, the objec-
tive function and constraints are integrated into the
Lagrangian function by introducing the Lagrangian multi-
plier, which is convenient for solving the maximum or mini-
mum value Introducing the Lagrangian multiplier α for each
inequality constraint, the Lagrangian function is obtained as
follows:

min
α

1
2

n∑
i,j=1

αiαjyiyjxTi xj −
n∑
i=1

αi

s.t. c ≥ αi ≥ 0, i = 1, 2, . . . , n
n∑
i=1

αiyi = 0 (6)

Obviously, the paper completes the design of linear
decision surface, and classifies the training set in high-
dimensional feature space. The high-dimensional feature
space can be the input space itself or its nonlinear transfor-
mation space, which form linear and nonlinear SVM respec-
tively.

B. PRINCIPLE OF NUCLEAR FUNCTION
Kernel function is the key technology of support vec-
tor machine, which can effectively solve the ‘‘dimension

mutation problem’’ in the high-dimensional feature space
operation of traditional methods in dealing with nonlinear
problems. Given a kernel function, a feature space associated
with it can be constructed so that the inner product in the
space can be represented by it. Let X be a tight subset of the
n-dimensional space Fn, K (x, y) is a kernel function defined
on X × X , and there is a nonlinear mapping ϕ : x → ϕ(x)
from X to the high-dimensional feature space H , such that:

K (x, y) = ϕ(x)Tϕ(y) (7)

1) CHOICE OF KERNEL FUNCTION
In practical applications, depending on the difference of prob-
lems and the sample datas, different kernel functions need
to be selected, so that different support vector machine algo-
rithms are obtained. Kernel functions that are used frequently
are as follows [12]:

(1) Linear kernel function: K (x, y) = x ty;
(2) Radial Basis Function (RBF) kernel function:

K (x, y) = exp(− ‖x−y‖
2

2σ 2
);

(3)Polynomial kernel function: K (x, y) = (sx ty+ 1)d ;
(4)Sigmoid kernel function: K (x, y) = tanh(ax ty+ b).
Since the kernel function affects the computational accu-

racy and classification speed of the support vector machine
algorithm, the kernel function corresponding to the optimal
precision can be selected through multiple trainings, when
solving different problems. Therefore, the article uses four
common kernel functions to nonlinearly classify the training
sample data. The accuracy results obtained by the test are as
follows:

The first set of data: x = [1, 0,−1, 2, 0, 1]; y =
[1, 1,−1, 2, 0, 1]; z = [−1, 1, 1,−1, 1, 1]
where (x, y) represents a two-dimensional data point and z is
a type attribute of the corresponding point.

Accuracy rate: linear kernel function 0.6667, RBF ker-
nel function 0.8333, polynomial kernel function 0.6667,
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FIGURE 2. Classification of the first set of data by four common kernel functions.

FIGURE 3. Classification of the second of data by four common kernel
functions.

Sigmoid kernel function 0.5000. The second set of data: x =
[1, 0,−1, 2, 0, 1]; y = [0,1,-1,2,0,1]; z = [-1,1,1,-1,1,1]
Accuracy rate: linear kernel function 0.6667, RBF kernel

function 1, polynomial kernel function 0.6667, Sigmoid ker-
nel function 0.

Since the RBF kernel function has high classification accu-
racy for the test set data, it has a high degree of flexibility.
Therefore, the article selects the RBF kernel function to han-
dle the nonlinear separability of the support vector machine.

Since the calculation of equation (6) only needs to calculate
the dot product xTi xj in the high-dimensional feature space, so
that xTi xj = ϕ

T (xi)ϕ(xj) = K (xi, xj), by using the appropriate
kernel function, not only can the computation amount be
greatly reduced, but also calculate the value of the kernel
function on the sample set in the high-dimensional feature
space, the convex quadratic optimization problem for α can

be expressed as:

min
α

1
2

n∑
i,j=1

αiαjyiyjk(xi, xj)−
n∑
i=1

αi

s.t.
n∑
i=1

αiyi = 0, c ≥ αi ≥ 0, i = 1, 2, . . . , n (8)

C. CONSTRUCTION OF ACO-SVM MODEL
1) BASIC PRINCIPLES OF ANT COLONY ALGORITHM
Ant Colony Optimization (ACO) is a new type of
heuristic evolutionary algorithm. It is a group of non-
intelligent or lightly intelligent individuals that cooperate to
express intelligent behaviors, thus it provides a new algorithm
to solve complex problems [13]. If the number of all ants
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FIGURE 4. ACO-SVM prediction flow chart.

in the ant colony is m, the pheromone volatilizes factor ρ,
and each ant k defines a one-dimensional array pathk with
n elements. The ordinates of the n nodes through which the
kth ant passes are sequentially stored in the pathk , and can
be used to represent the crawling path of the kth ant, where
n is the total effective bit of the optimized parameter. Let the
time counter t = 0, the number of cycles N = 0, and set the
maximum number of cycles Nmax.

2) ANT COLONY ALGORITHM OPTIMIZATION SUPPORT
VECTOR MACHINE
The parameters of the support vector machine determine its
learning ability and generalization ability. It can be under-
stood from the front that the support vector machine algo-
rithm has two very important parameters c and g, c is the
penalty coefficient, that is, the tolerance to the error, to deter-
mine the trade-off cost between minimizing training error
and SVM model complexity. If c is too large, the model
learning and its complexity will increase, and the model
will easily fall into the phenomenon of ‘‘over-fitting’’; if it
is too small, the complexity of the model will be too low,
and the model will fall into the ‘‘under-fitting’’ problem.
g is the RBF function as a parameter after the kernel, g defines
the nonlinear mapping from the input space to the high-
dimensional feature space, which affects the shape of the
RBF function [14], the g value is inversely proportional to
the support vector, the number of support vectors affects

the training and prediction speed of support vectors machine
algorithm. In this paper, the ant colony algorithm is used to
find the optimal parameters of SVM in a certain range, which
avoids the blindness of manual selection of support vector
machine parameters. What’s more, it also improves the accu-
racy and adaptability of support vector machine prediction
model. The specific process of ACO optimization SVM is
shown in the figure 4 is shown.

In order to verify the effect of ant colony algorithm opti-
mization, the simulation experiments were first carried out
on two sets of sample data sets. On the right-angle plane xoy,
the points in the circle x2+y2 = 0.16 are defined as one class,
the points in the circle 0.16 < x2 + y2 < 0.64 are defined as
another class, and 314 samples of two types of samples are
randomly generated for classification accuracy test.

In order to visually explain the influence of parameters on
the classification results, we respectively test and determine
the classification accuracy rate of c values and different g
values, as shown in table 2. Table about determining the
classification accuracy rate of g values and different c values
is shown.

It can be seen from Table 2 and Table 3 that under the same
test sample data set, the classification accuracy of different
c and g parameters are very different. Therefore, the article
constructs the ACO-SVM optimization mathematical model.
For a given sample data set of the two category, the support
vector machine classification accuracy rate can be regarded
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TABLE 2. When c = 1, the effect of g on classification accuracy.

TABLE 3. When g = 1, the effect of c on classification accuracy.

as a binary function about c and g, denoted as L(c, g), then
the ACO-SVM optimization mathematical model is :

maxL(c, g)

s.t. c ∈ (0, a), g ∈ (0, b) (9)

Assuming a = 5000 and b = 0.0000125, the parameters
in the ant colony algorithm include the information heuris-
tic factor γ and the expected heuristic factor β, where the
pheromone constant Q = 2, the pheromone volatilization
factor ρ = 0.2, the number of ant colonies m = 20,
the maximum number of cycles Nmax = 30. After setting
the above parameters, according to the given 314 sample data
sets, the ACO-SVM optimization model can be solved, and
the highest classification accuracy (c, g) combination can be
obtained. The parameter optimization results and classifica-
tion accuracy rate are as follows Table 4.

Comparing the results of the above table classifica-
tion, it can be seen that the classification accuracy of the
ACO-SVM model parameters in Table 4 is better than other
combinations. In general, for the sample data sets that is
inseparable and very difficult the ACO-SVMmodel improves
the classification accuracy more obviously.

IV. EMPIRICAL ANALYSIS
A. OVERVIEW OF QINGDAO LOGISTICS DEVELOPMENT
Qingdao’s geographical location is superior and it is actively
building into an international metropolis. It is a development

zone for the development of China’s modern marine industry
and amajor node city along the NewBelt Eurasia Bridge Eco-
nomic Corridor of the ‘‘Belt and Road’’. Qingdao is an impor-
tant economic and trade gateway of Shandong Province.
Logistics development has provided an important impetus
for accelerating the implementation of the ‘‘two districts,
one circle and one belt’’ regional development strategy put
forward by the Shandong Provincial Government.

B. DATA ACQUISITION AND PREPROCESSING
According to the the index system of Qingdao logistics
demand forecasting established in the second chapter of
the article, this paper obtains the explanatory variables of
the logistics demand refinement index set of Qingdao from
1999 to 2017 by consulting the literature and the national
statistical yearbook and the Qingdao statistical information
website. X6, the explanatory variable (freight volume) y,
as shown in Table 5.

In order to eliminate the influence of the dimension
between each forecasting indicator datum on the accuracy of
Qingdao’s logistics demand forecasting results, the raw data
needs to be normalized before the forecasting of Qingdao’s
logistics demand. Here, the mapminmax function [15] is
used. It normalizes and converts the sample data into data
between [−1,1] as follows:

yij =
(ymax − ymin) ∗ (xij − xmin)

(xmax − xmin)
+ ymin (10)
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TABLE 4. ACO-SVM model parameter optimization results.

TABLE 5. Statistics on Qingdao’s logistics demand indicators from 1999 to 2017.

where xij represents the original sample data, y represents the
normalized data of the sample data, ymax = 1 and ymin = −1
are the maximum and minimum values of the set parameters,
and the normalized data is shown in Table 6.

C. IMPLEMENTATION OF ACO-SVM PREDICTION MODEL
1) PREDICTION MODEL PARAMETER SETTING AND
MODEL TRAINING
The prediction model of improved Support Vector Machine
is a short time series prediction model, considering that the
recent data in the time series has a relatively profound and

lasting impact on the future. In order to verify the accuracy
of the support vector machine’s logistics demand forecast in
Qingdao,and reduce the effect of the error, this paper takes the
data of Qingdao City through 1999 to 2014 as the training set,
and those through 2015 to 2017 as the test set, and forecast
the study of the logistics demand of Qingdao City.

On the basis of the previous analysis, RBF is selected
as the kernel function of the support vector machine, and
the training set is trained by Matlab R2014a programming.
The range of the penalty parameter c and the RBF kernel
function parameter g is set to [0.1, 1000], the cross-validation
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TABLE 6. Normalized data.

is t = 6, the number of ant colonies is 50, and the iteration
is 100. The convergence path of the ACO algorithm in the
optimization process is shown in Figure 5:

The ACO-SVM prediction model is trained by using the
penalty factor c after optimization and the parameter g of
the kernel function. The fitting effect of the training results
is shown in Figure 7.

It can be seen from the comparison chart that there is a
small fluctuation between the predicted and actual value of
Qingdao’s freight volume in Qingdao from 1999 to 2014 pre-
dicted by the ACO-SVM prediction model, and the average

percentage between the predicted value and the true value is
calculated. The error MAPE is 0.0343, and the goodness of
fit R2 is 0.9747. The closer the value of R2 is to 1, the better
the fit of the regression line to the observed value. From
the calculation process, the parameter c = 271.8591, g =
3.5748, The parameters are optimized and the training results
are highly accurate.

2) MODEL TESTING AND COMPARATIVE ANALYSIS
In order to verify the accuracy of the model, this paper
takes the corresponding index data of Qingdao City’s
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FIGURE 5. Classification problem training sample.

FIGURE 6. ACO algorithm convergence trajectory.

2015-2017 freight volume as a test set, and conducts an
empirical study on the logistics demand of Qingdao City
from 2015 to 2017. The model obtained by predicting
the freight volume predicted by the model and the actual
value is shown in Figure 8. In the figure, it can be
seen that the difference between the predicted value and
the true value is small, and the prediction effect is more
ideal.

In order to illustrate the advantages and feasibility of
the regression ACO-SVM model, we compare the predic-
tion method of this paper with the prediction methods of
other papers (RBF neural network prediction model, triple
exponential smoothing-Logistic growth curve-BP neural net-
work) [16]–[19] logistics demand of Qingdao, for RBF neu-
ral network, the systematic error is 0.01, the width of the
kernel function σ 2 is 2, After normalizing all the sample

data, the data is input into the ACO-SVM model and the
RBF neural network for learning. As shown in Table 7,
the root means square error RMSE of the ACO-SVM is
1084.86215, which is smaller than that obtained by the RBF
neural network. The square root error indicates that the ant
colony algorithm is feasible to optimize the parameters of the
support vector machine.To explain why this addition makes
sense, the paper sets other comparative prediction methods
to test in the same environment. The comparative prediction
results are shown in Table 7 below. Comparing the prediction
results, the average relative error of the ACO-SVMprediction
model is 0.038, which is better than the prediction results
of other prediction methods. It is more accurate and the
prediction results are more stable and reliable. It shows that
the prediction model of improved support vector machine is
meaningful.
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FIGURE 7. Fitting effect of freight volume training results of Qingdao City from 1999 to 2014.

FIGURE 8. Fitting the predicted and actual value of the test sample freight volume.

In order to observe the prediction results more intuitively,
the relative error comparison histogram of the ACO-SVM
prediction model and the RBF neural network prediction
model are plotted according to the above table, as shown
in Figure 9.

The average relative error of the ACO-SVM prediction
model is 0.038. The average relative error of the RBF neu-
ral network prediction model is 0.045. Triple exponential
smoothing-Logistic the average relative error of the growth
curve-BP neural network prediction model is 0.054. By com-
paring with other relative prediction methods, the results
show that the ACO-SVM prediction model has better pre-
diction effect, The operation time of prediction accuracy in

acceptable range is short. the fitting effect and adaptability
are better, and it has better applicability in regional logistics
demand forecasting.

It can be seen from Figure 10 that the ACO-SVM pre-
diction model is used to predict that the logistics demand
deviation in Qingdao is small, and the prediction result is
closer to the actual value. Therefore, the above-mentioned
trainedACO-SVMpredictionmodel is applied to the logistics
demand forecast of Qingdao City in 2018-2022. The pre-
dicted freight volume of Qingdao can be predicted in the next
five years as shown in Table 8.

As can be seen from Table 8, the logistics demand
in Qingdao will continue to rise in the next five years.

VOLUME 8, 2020 9561



N. Yu et al.: Research on Regional Logistics Demand Forecast Based on Improved SVM: Case Study of Qingdao City

FIGURE 9. Comparison chart of prediction results error.

FIGURE 10. Comparison of actual and predicted values of Qingdao’s freight volume training set for
1999-2017.

This phenomenon not only provides a major opportunity for
the development of logistics in Qingdao, but also puts forward
higher requirements for the operation of Qingdao Logis-
tics. Therefore, Qingdao City should encourage the stan-
dardization development of the logistics industry, strengthen
the standardization management according to the local eco-
nomic level and the actual situation of logistics development
and build logistics infrastructure. In the process of future
development, we must not only implement the ‘‘Thirteenth
Five-Year Plan’’, but also improve the cultivation degree of

the key enterprises, encourage logistics enterprises to actively
integrate the ‘‘Internet +’’ innovative logistics service plat-
formmodel, and extensively attract investment and positively
strengthen strategic cooperation with HNAGroup to meet the
growing logistics needs of Qingdao.

V. SUMMARY
Accurate forecasting of urban logistics demand is an impor-
tant basis for logistics planning, and it is the premise
and basis for comprehensive planning of regional logistics
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TABLE 7. Comparison of forecast results.

TABLE 8. Forecast value of Qingdao freight volume in 2018-2022.

infrastructure construction scale, network space layout, logis-
tics enterprise development direction and functional position-
ing. Taking as an example the actual data of economic factors

affecting the logistics demand of Qingdao, for the complex
logistics system of Qingdao, the ACO-SVMpredictionmodel
of Qingdao complex logistics system was first established
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for training and testing. The experimental results show the
prediction result is closer to reality. In order to illustrate
the feasibility of the selection method, the paper compares
the ACO-SVM prediction model with the prediction results
of the RBF neural network method. The experimental results
show that the ACO-SVM prediction model has better pre-
diction accuracy and the relative error is 0.0374. Therefore,
the training is adopted. The well-prepared ACO-SVM fore-
casting model predicts the volume of freight from Qingdao
to 2018-2022. According to the forecast results, further plan-
ning for Qingdao logistics development, Qingdao’s logistics
demand will continue to grow in the next five years, and it
is necessary to further promote the healthy development of
Qingdao logistics industry from the aspects of policy support,
logistics service and logistics ‘‘Internet +’’ model.
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