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ABSTRACT With the transformation of the national energy and power sector, the steady advancement
of intelligent power grid construction and the continuous improvement of the Ubiquitous Power Internet
of Things technology framework, it has further requirements for realizing state comprehensive awareness
and efficient processing of information data, and has been widely used in power equipment. The infrared
image recognition technology, which has been widely used in thermal fault diagnosis of power equipment,
also requires deeper research. For traditional Intuitionistic Fuzzy C-means (IFCM) algorithm for image
segmentation is sensitive to the clustering center lead to low final clustering precision and detail, the time
complexity and the high shortage. The paper puts forward a kind of applicable to power equipment of
the infrared image segmentation based on space distribution information of Intuitionistic Fuzzy clustering
algorithm. Non-target objects with high intensity and uneven image intensity in infrared image have strong
interference to image segmentation. The proposed algorithm can effectively suppress the interference.
Firstly, the gaussian model is introduced into the global spatial distribution information of power equipment
to improve the IFCM. Secondly, the spatial operator optimization membership function of local spatial
information is used to solve the problem of edge blurring and uneven image intensity. Through experiments
on the data set containing 300 infrared images of power equipment, the relative regional error rate is about
10%, which is less affected by the change of fuzzy factor m. The effectiveness and applicability of this
algorithm are verified, which is obviously better than other comparison algorithms.

INDEX TERMS Intuitionistic fuzzy clustering, infrared image, Gaussian model, local information.

I. INTRODUCTION
The emergence and rapid development of remote sensing of
UAVs (Unmanned Aerial Vehicle) has enabled remote sens-
ing scientific research to move from macro to micro. Local
overheating phenomenon caused by power facility failure,
the use of thermal infrared imagers to find thermal faults
and then manual diagnosis is the main diagnostic tool widely
used in the field of power grids. UAV remote sensing has the
characteristics of high resolution and flexibility, and it can
efficiently and accurately explore ground information. There-
fore, infrared drone technology is one of the development
directions of real-time fault diagnosis of power equipment
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in the future, providing technology protection for national
security and interests.

Based on the imaging principle of the temperature charac-
teristics of the object, the imaging environment of infrared
image is not limited by weather or lighting conditions, and
infrared images have a wide range of applications in military
and civilian applications. With the introduction and continu-
ous development of the concept of smart grid in recent years,
infrared imaging technology has played an indispensable
role in the field of power grid fault diagnosis [1], temper-
ature monitoring [2], etc., which makes the application of
infrared imaging technology have important civilian signif-
icance. Since the contrast of structure and shape information
in the infrared image of power equipment is not high, infrared
segmentation is a key step in target recognition and analysis.

4500 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-2850-0325
https://orcid.org/0000-0003-0721-5242
https://orcid.org/0000-0003-0716-3243
https://orcid.org/0000-0003-2079-009X


F. Hu et al.: Intuitionistic Kernel-Based Fuzzy C-Means Clustering Algorithm With Local Information

In general, the result will play a key role in improving the
accuracy of the recognition process. However, due to the
limitations of the infrared image itself, it is difficult to get
accurate true gray value distinguishes the result. Uneven heat
dissipation on the surface of power equipment results in
uneven intensity distribution of the target, low image reso-
lution due to edge blur, and loss of texture detail is also a
common phenomenon in processing infrared images. In addi-
tion, the substation as a complex environment covers issues
such as fog and rain, surface reflections of equipment and
high-intensity effects of non-electric equipment. For these
reasons, the segmentation of infrared power equipment is still
a challenging task. Conventional threshold-based methods
can be applied to infrared power device segmentation, includ-
ing the Otsu and the minimum error threshold for simple
and efficient segmentation of dark targets in infrared images.
However, when the image contains a complex multimodal
structure, the performance of these traditional segmentation
methods will be significantly reduced. An adaptive local
double threshold segmentation method proposed for infrared
images of different histograms takes a long time and may
generate a large number of negative correlation regions.
In addition, non-target objects, edge blur and intensity non-
uniformity presented in infrared images, etc. will have differ-
ent degrees of impact on the above methods.

In recent years, various methods have been proposed for
infrared image segmentation of power equipment. The PCNN
segmentation improvement algorithm is proposed [3]. The
PCNN algorithm is combined with the intra-class absolute
difference method, through the optimization of parameters
and thresholds, the infrared image of power equipment is
segmented, and the edge detail features are well preserved.
A segmentation method based on Otsu algorithm and region
growing algorithm is proposed [4]. It eliminates background
interference and accurately extracts the target area. Another
method is to use the bat algorithm to improve the spatial
information entropy, and quickly search for the optimal seg-
mentation threshold, and improving the segmentation effect
and efficiency through the threshold segmentation experi-
ment [5]. Power equipment is segmented by Niblack which
using particle swarm optimization [6]. Extracting the tar-
get area from the device image by automatically searching
for the optimal segmentation threshold of non-overlapping
rectangular neighborhoods in the Niblack. The clustering
algorithm can also be used for infrared segmentation of power
equipment. The k-means clustering algorithm is a classical
clustering method with low computational complexity and
fast convergence [?]. However, its relative sensitivity to noise
means that the distance between different categories in the
image is required to be relatively distant, which is not com-
mon in infrared images.

In recent years, fuzzy c-means clustering algorithm (FCM)
and its corresponding improved algorithm have been widely
used in image segmentation and other fields. The traditional
FCM algorithm lacks spatial information and is less robust to
noise, which makes the segmentation effect based on FCM

algorithm less than ideal. Therefore, a lot of work needs
to be done on the introduction of spatial information. This
type of method combines local information with the inten-
sity information of the image to overcome the lack of noise
and non-uniformity, achieves certain results. However, these
improvements limit spatial information to local areas, which
means that the effect of high-intensity non-target objects on
image segmentation still exists. Aiming at the uncertainty
of the target edge and the non-uniformity of the intensity
distribution in the infrared image, an algorithm is proposed,
which usesAtanassov’s intuitionistic fuzzy set theory to study
the membership degree, non-affiliation and Hesitation and
other factors [8]. The visual fuzzification of data clustering
is further proposed [9], where data point xp is represented as
(λp, µp, νp) instead of a single m λp.

Xu, Wu, and others combine intuitionistic fuzzy set theory
with fuzzy set theory [10], they replaced the fuzzy distance in
objective function with the intuitionistic fuzzy distance. The
degree of hesitation in existence provides a good method for
dealing with the uncertainty of data points. The intuitionistic
fuzzy set theory and the kernel-based fuzzy c-means are com-
bined to select parameters by evolutionary algorithms [11].
The evolutionary kernel intuitionistic fuzzy c-means clus-
tering algorithm (EKIFCM) performs more stable under
noise interference conditions and improves the accuracy rate.
A new probability similarity measurement method and clus-
tering technique are also proposed to design adaptive weights
for intuitionistic fuzzy distances [12]. However, image seg-
mentation is a special classification that targets images and
involves more spatial and semantic information. In [13],
the intuitionistic fuzzy set and rough set are combined with
the statistical feature extraction technology. The intuition-
istic fuzzy set is used to extract the regions of interest,
and the gray scale co-occurrence matrix is used for feature
extraction. In [14], an adaptive interval 2-type intuitionis-
tic fuzzy c-means clustering algorithm (A-PSO-IT2IFCM)
based on alternating particle swarm optimization was pro-
posed to obtain the appropriate cluster center initialization
and was applied to color image segmentation. In recent years,
the IFCM algorithm pays more attention to the feature point
clustering problem, which determines that the segmentation
effect may not be ideal when the image has strong spatial
correlation. To this end, for the intensity non-uniformity and
non-high-intensity targets existing in the infrared image of
the substation equipment, an intuitionistic fuzzy clustering
method based on local information is proposed.

The main work of this paper includes: 1) Proposing a fuzzy
clustering algorithm combined with global distribution infor-
mation, which is used to segment the target of high-intensity
non-power equipment existing in the image. In the clustering
process, the Gaussian kernel function is used to calculate the
spatial distance from the target point to the target centroid.
2)Introducing the local spatial distribution information into
the IFCM to detect the distance, so as to ensure the balance
between image details and inhibiting the uneven intensity of
the image. 3) Calculating the neighborhood membership of
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the objective function by the LagrangeMultiplier method and
comparing it with the traditional IFCM segmentationmethod.

II. INTUITIONISTIC FUZZY CLUSTERING
ALGORITHM (IFCM)
A. FUZZY C-MEANS CLUSTERING ALGORITHM
Fuzzy set theory was first proposed by Zadeh in 1965 [15].
After years of development, some improved fuzzy sets are
gradually proposed, such as type 2 fuzzy sets [16], inter-
val type 2 fuzzy sets [17], intuitionistic fuzzy sets [8], etc.
These extended fuzzy sets can deal with more uncertainties
and have been widely applied. The fuzzy c-means algorithm
was proposed by Dunn in 1973 [18], and then promoted
by Bezdek J.C. [19]. The algorithm minimizes the objective
function J by iteratively updating membership and cluster
centers. The objective function of the FCM algorithm is
defined as follows:

Jm(U ,X ) =
c∑
j=1

n∑
k=1

umjkd
2(xk , νj) (1)

To meet the following restrictions:
c∑
j=1

ujk = 1, ujk ∈ [0, 1] (2)

where U is the fuzzy membership matrix of the pixel,
the number of rows is equal to the number of cluster centers c,
and the number of columns is equal to the number of pixels
of the image n, xk is the kth data point, νj is the j-class
clustering prototype, ujk is the fuzzy membership of the kth
cluster sample to the jth cluster center, m ∈ [0,∞] as a fuzzy
weighted index changes the membership of xk . As distortion,
d2(xk , νj) is generally expressed as Euclidean distance:

d2(xk , νj) =‖ xk − νj ‖2 (3)

Since the clustering effect of the image is best when the
objective function obtains the minimum value, the minimum
roots of can be obtained after iterative calculation according
to the Lagrange Multiplier Method:

ujk = [
c∑
i=1

‖xk − νk‖
‖xk − νi‖

]−
2

m−1 (4)

νj =

n∑
k=1

umjkxk

n∑
k=1

umjk

(5)

B. INTUITIONISTIC FUZZY C-MEANS ALGORITHM (IFCM)
The core theory of the FCM algorithm described in
Section 2.1 is to extend the eigenfunction (which can only
take 0 or 1) to a membership function of any value in the
interval [a, b]. However, the membership function as a single
function does not indicate the uncertainty of the existence of
things. That is to say, the FCM algorithm cannot accurately
describe the existence of the situation except affirmation

and negation, therefore this limitation led to the birth of
the intuitionistic fuzzy c-means (IFCM) algorithm [8]. The
theory of intuitionistic fuzzy sets proposes the concept of
hesitation, which expresses the state with neutral attributes,
and more completely and accurately depicts the fuzzy infor-
mation existing in objective reality. The n-dimensional data
set X can be represented by IFS as follows:

A = {(x, uA(x), νA(x)), x ∈ X} (6)

where uA(x) and νA(x) respectively represent the membership
and non-membership functions of element x.

uA(x) : X → [0, 1]; νA(x) : X → [0, 1] (7)

The formulas respectively indicate the extent to which ele-
ment x in X absolutely belongs to subset A of X and
absolutely does not belong to subset A. In Atanassov’s
intuitionistic fuzzy set theory [20], the sum of membership
and non-membership should satisfy 0 ≤ uA(x) + νA(x) ≤ 1.
Therefore, the above degree of hesitation is produced, and its
effect is defined as follows:

πA(x) = 1− uA(x)− νA(x) (8)

Set an image to I, x is an image pixel, and its gray value
ranges from 0 to 1. According to the intuitionistic fuzzy data
theory of Vlachos and Sergiadis [21], the membership degree
is defined as the normalized gray value of the image:

uA(x) =
x − Imin
Imax − Imin

(9)

where Imax and Imin respectively represent the maximum gray
value and the minimum gray value of image I. Sugeno [22]
used the negative function to calculate the non-affiliation of
the intuitionistic fuzzy set as follows:

νA(x) =
1− uA(x)
1+ λuA(x)

(10)

where λ is a normal number, which guarantees that the
sum of membership and non-affiliation will not be greater
than 1.

Further, assume that d: IFS(X ) × IFS(X ) → [0, 1]. If d
is the distance measure between intuitionistic fuzzy sets
(IFSs) [23], the following attributes should be satisfied:

1) 0 ≤ d(A,B) ≤ 1
2) d(A,B) = 0 If and only if A = B
3) d(A,B) = d(B,A)
4)If A ⊆ B ⊆ C (A,B,C ∈ IFSs(X )), then

d(A,B) ≤ d(A,C) and d(B,C) ≤ d(A,C) The normalized
Euclidean distance between A and B in IFSs is defined as
follows:

dIFS (A,B) =
1
2n

n∑
i=1

{(uA(Xi)− uB(Xi))2

+ [νA(Xi)− νB(Xi)]2 + [πA(Xi)− πB(Xi)]2} (11)
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Furthermore, an improved normalized Euclidean distance
is proposed [24], defined as follows:

d(A1,A2) =
1
2n

n∑
i=1

{p12(uA1(Xi)− uA2(Xi)]2

+ q12[νA1(Xi)− νA2(Xi)]2

+ ρ(A1,A2)(πA1(Xi)− πA2(Xi))2} (12)

where p12,q12 and ρ(A1,A2) can be used as adaptive weights
based on actual data [25]. Define the objective function of
IFCM as follows:

JIFCM =
c∑
j=1

n∑
k=1

umjkd
2
IFS (xk , νj) (13)

where d2IFS defined above is the Euclidean intuitionistic fuzzy
distance. Based on this, the iterative formula of membership
degree and cluster centroid based on Lagrange Multiplier
method is given as follows:

ujk = [
c∑
i=1

dIFS (xk , νj)
dIFS (xk , νi)

]
2

m−1 (14)

uA(νj) =

n∑
k=1

umjkuA(xk )

n∑
k=1

umjk

(15)

νA(νj) =

n∑
k=1

umjkνA(xk )

n∑
k=1

umjk

(16)

πA(νj) =

n∑
k=1

umjkπA(xk )

n∑
k=1

umjk

(17)

In the IFCM algorithm, the cluster center νj is expressed as
νj = uA(ν(j)

⋃
νA(νj)

⋃
πA(νj). The solution of the objective

function can be obtained by iterative equations (14)-(17),
and the convergence of the IFCM algorithm is proved by
equations (11)-(14) [26], wherein the above solution is a
local minimum value of the objective function defined in
equation (13).

III. POWER EQUIPMENT IMAGE SEGMENTATION
Usually, in actual operation, the power equipment is not
the only highlighted area in the infrared image [27]. For
example, artificial buildings and commuter vehicles in the
substation have higher temperatures, so these objects exhibit
gray values intensity similar to those of the power equipment
in the infrared image, which affects the identification of
electrical equipment. In addition, the intensity distribu-
tion of the infrared image is uneven and the edges are
blurred, which makes the segmentation of the infrared image
more difficult [28]. Aiming at the defects and deficiencies

FIGURE 1. (a) Original grayscale image (b) FCM processing imageOriginal
image and FCM segmentation result.

of the existing infrared image segmentation methods for
power equipment, this paper proposes several improvement
measures [29]. It mainly includes: 1) introducing global
distribution information in the form of Gaussian model;
2) introducing IFCM into image segmentation based on local
intensity distribution information.

A. IMPROVEMENT OF GLOBAL DISTRIBUTION
INFORMATION BASED ON GAUSSIAN MODEL
Traditional FCM methods often divide pixels with relative
intensity relative to the target into target classes. Due to the
lack of global spatial information, noise, high gray value
intensity objects and other interference have a greater impact
on the segmentation results. In equation (1), for ∀x, the mem-
bership degree ujk satisfies

∑n
k=1 ujk = 1, which can be

regarded as a weight coefficient. If m = 1, the FCM is
converted to a hard c-means cluster with a membership value
of 0 or 1. Further, ifm ≥ 1, in order to minimize the objective
function, for each x, its larger weight will tend to be assigned
to the smaller ‖xk−νj‖2 (j = 1, . . . , c). However, the distance
metric ‖xk−νj‖2 only points to the intensity of the pixel gray
value, which also causes an error in the image classification,
because under this metric, the pixels of the power device
are indistinguishable from other pixels having similar gray
values [30]. As shown in Fig. 1, points A andB are improperly
divided into the same class by the FCM algorithm.

In response to the above problem, the global distribution
information is introduced into the objective function of the
FCM. The possible areas of the power device in the image
can be approximated by a variety of methods, in fact, only an
approximate position is required [31], which includes a larger
area of the power device than the power device in the image.
Therefore, considering the time cost and positioning effect,
this paper adopts the positioning method.

A basic assumption is that the probability of a pixel becom-
ing a target increases as the distance from the possible area
of the power device to the centroid becomes shorter [32].
Therefore, the possibility that it belongs to the background
is reduced. The fluctuations in fuzzy clustering should be
reflected in the membership degree. Therefore, in order to
adapt to the position change, the following coefficient Wjk
is designed to be substituted into the objective function J to
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FIGURE 2. Two-dimensional gaussian distribution surface diagram.

enhance the membership degree:

J =
c∑
j=1

n∑
k=1

Wjkumjk‖xk − νj‖
2 (18)

Wjk = [
β

1
√
2π

exp(−α‖pos(k)−pos(c)‖
2

2σ 2
)
] (19)

8jk =

− exp[eγ (
√
‖pos(k)−pos(c)‖2− diag

2 )
− 1] j=1

exp[eγ (
√
‖pos(k)−pos(c)‖2− diag

2 )
− 1] j=2

(20)

where pos(k) is the coordinate of pixel k and pos(c) is the
coordinate of the centroid of the possible area of the power
equipment. α and β are constants, respectively 0.75 × 10−3
and 0.2. σ is the variance of the Gaussian model, which
is generally 3. The symbol diag refers to the diagonal of
the possible area found in this article. γ is a parameter
that controls the range of distance to the target center. The
denominator of Wjk uses a Gaussian model, indicating that
the closer the pixel is to the centroid, the more likely it is
to belong to the target [33]. When the pixel is at the cen-
troid position, the probability intensity curve peaks, as shown
in Figure 2.
Wjk participates in the iterative process as part of the

distance metric. When the denominator ofWjk is represented
by a Gaussian model, the surface of the expression is basin-
shaped. A minimum point will appear at the target centroid
position. Let the background belong to the first category, and
the power equipment belongs to the second category. For
class 2, since the denominator of Wjk obeys the Gaussian
distribution, the distance metric from the far center of the
centroid is large. Conversely, for class 1, the distance metric
away from the centroid point will be small because the index
81k is negative [34]. Therefore, the membership of the power
equipment will be very high. As shown in equation (20),
it is different in the case of reflecting the target and the
background.

The image centroid is the center of gravity of the image
grayscale, so can be calculated by the gray center of gravity
method [35]. As a kind of weighted centroid method with
gray squared weight, the gray center of gravity method treats
the gray value of each pixel in the region as the ‘‘quality’’ of
the point, which can represent the centroid coordinate (x0, y0)

FIGURE 3. Membership value of power equipment at different positions
under the same intensity.

of the power equipment target S as follows:

x0 =
m10

m01
=

∑
(u,v)∈S

uP(u, ν)∑
(u,v)∈S

P(u, ν)

y0 =
m01

m00
=

∑
(a,b)∈S

νP(u, ν)∑
(a,b)∈S

P(u, ν)

(21)

where P(a, b) is the weight, the gray center of gravity method
extracts the energy center in the region, and has a better posi-
tioning effect when the device target S and the background
have larger gray difference values.
Theorem 1: For l and p with the same pixel, if ‖pos(l) −

pos(c)‖2 > ‖pos(p)−pos(c)‖2, there will beWjl‖xl−νj‖2 <
Wjp‖xp−νj‖2 for class 1 (can be proved by d2lc and d

2
pc respec-

tively). Similarly, this article can also be obtained under the
same conditions for class 2 with Wjl‖xl − νj‖2 > Wjp‖xp −
νj‖

2. According to the above properties, it can be inferred that
the distance between the pixels of the same intensity and the
center of the first type of cluster will decrease as the spatial
distance from the target centroid increases [36].

Figure 3 above shows the membership values of A-F
points to Class 2 obtained by different clustering methods.
Select the point A-F of the same intensity from Figure 3(a),
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FIGURE 4. Segmentation result diagram.

where A is the closest point to the power equipment and
F is the point farthest from the power equipment. Accord-
ing to the real background information in the image, only
points A and B belong to the power equipment, and others
are the background of the non-power equipment [37]. The
red and green curves are the membership values obtained
by FCM and KIFCM. It can be seen from this paper that
due to the lack of spatial information, the membership values
calculated by points at different locations are the same. In the
case of low contrast, regardless of the classification of spatial
information will result in a higher error rate. The yellow
and purple curves are the membership values obtained by
FLICM and IFCM. It is obviously affected by local spatial
information, so points at different locations have different
membership values. Similarly, in the case of low contrast,
the function of local information is still limited [38]. The
main reason is that the homogeneity of local regions may
have a negative impact on clustering, resulting in the same
misclassified state throughout the region. The blue curve
is the result of adding global space information. Compared
with other curves, asW2k‖xk − ν2‖2 increases, the degree of
membership will gradually decrease with increasing distance
centroid. As the distance increases, the degree of membership
decreases, and a higher accuracy rate is obtained [39], thus
demonstrating the effectiveness of introducing global distri-
bution information.
Theorem 2:When the distance to the centroid dkc exceeds

the radius of the possible region diag/2, the gain of the index
8jk will increase relatively.
In the above theorem, 8jk plays an important role. The

ever-increasing exponential function guarantees that certain
noise or high gray-scale intensity objects will not be mis-
classified. As shown in Figure 4, in some cases, weather
factors such as haze may have a certain negative impact

FIGURE 5. Results of different algorithms.

on segmentation. Because FCM cant recognize clouds and
electrical equipment well, the results will be clearly unsat-
isfactory. In this case, Wjk and the fixed value 8jk can
effectively solve the problem. This is because the gray value
of the sky pixel is near the midpoint of the two cluster
centers. Regardless of the value of the pixel, Wjk is easy to
record it into a class. However, there are some bright areas
in the image that do not contain device targets. If only the
intensity is considered, the pixels in these areas are usu-
ally closer to the cluster centroid of the power equipment
class.

In fact, the range ofWjk has a limited range, which affects
the processing and avoids misclassification. When the index
is fixed to 1 and - 1 in this paper, the segmentation result is
shown in Figure 5 (b). Compared with the FCM calculation
results, the cloud area is reduced, but some clouds are still
divided into power equipment. This indicates that the gray
value intensity is still the main factor determining the pixel
class. When 8jk increases as the distance from the centroid
increases, Wjk will increase by several orders of magnitude.
When the distance is far enough, the influence of spatial
information is greater [40]. In this case, even if the pixel has
high intensity, it will not be classified into a power device
class, as shown in FIG. 5(d).

B. IMPROVED IFCM ALGORITHM BASED ON LOCAL
INTENSITY DISTRIBUTION INFORMATION
The Intuitionistic Fuzzy Set (AIFS) theory proposed by
Atanassov is used as an extension of fuzzy set theory.
It extends the concept of affiliation to affiliation and non-
affiliation, and satisfies 0 ≤ uA(x) + νA(x) ≤ 1, and obtains
hesitation through the formula πA(x) = 1 − uA(x) − νA(x).
AIFS is a simulation of the hum Due to the principle of
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FIGURE 6. Segmentation of uneven image.

infrared imaging and the prerequisites of infrared sensors,
infrared images usually have low resolution and blurred
boundaries. In theory, the above problems can be effectively
solved by IFCM.an decision-making process and is used to
process data with uncertainty and ambiguity. At the same
time, the intensity distribution of the infrared image is not
uniform, which is caused by the uneven heat dissipation of
the surface of the object, and the unevenness of the heat
dissipation is reflected in the infrared image, which will
bring difficulties to the segmentation, mainly leading to the
lack of goals. As shown in Figure 6, the insulator portion
is significantly darker than the isolation switch, so the FCM
does not classify it as a target.

In response to the above problem, the method adopts the
algorithm form of IFCM and combines the local intensity
distribution information. The improved objective function is
defined as follows:

J = umjk [d
2
IFS (xk , νj)+�

∑
i∈nk ,i 6=k

ηikd2IFS (xi, νj)] (22)

ηik = [(1+ Var(ni))dki]−1(1− uji)m (23)

where � controls the influence of local neighbor informa-
tion, ni denotes the neighborhood of x, ηik measures the
influence of xi around xk , Var(ni) is the variance of ni, dki
is the Euclidean spatial distance between xi and xk , and m
is used as the blurring factor The value in this method is
2. dIFS (xk , νj) is defined in equation (11), and the fuzzifi-
cation process of the infrared image actually increases the
dimensionality of the data. The initial data has only one
dimension, which is the gray value, but the converted data has
three dimensions, including uA(x), νA(x) and πA(x). Hence,
the cluster centroid is a three-dimensional vector, no longer
the original intensity. The normalized Euclidean distance
measure takes into account the degree of membership, non-
affiliation and hesitation to measure the difference between
the cluster centroid and the data points.

In the objective function, the variance of the local region
and the spatial distance is used to control the influence of
the intuitionistic blur distance between xi and adjacent pixels.
If the variance of the neighborhood is large, it means that
there is a difference between the pixels in the area. Then
adjacent pixels do not have much influence on determining

FIGURE 7. Different gray-scale distribution characteristics of infrared
images of power equipment.

the membership of xi. As shown in equation (22), the value
of ηik will decrease as Var(ni) increases. Regional variance
not only helps to maintain the details of the target, but also
helps to resolve non-uniformity issues. As shown in Figure 7,
(a) is a common form of uneven intensity distribution, the red
area is part of the target, but the heat distribution is poor.
Figure 7(b) shows the boundary structure between the target
and the background. Figure 7 (c) shows the common structure
of the insulator. It can be seen from the value of Var(ni)
that the region variance of Fig. 7(a) is smaller than that of
Figs. 7(b) and (c), which means that the pixel of Fig. 7(a)
has greater similarity in the region. Therefore, adjacent pixels
have a greater influence on the membership of the center
point of Figure 7(a). Conversely, the independence between
the center points of (b) and (c) and adjacent pixels is stronger.
Hence, the center point of (a) is often classified into the same
class as most of its neighbors. The boundary in (b) will not
be mixed, and the tiny structure of the insulator in (c) will
remain unchanged. At the same time, for a different xi, when
xi is away from xk , the weight will also decrease, because the
similarity between pixels usually decreases with increasing
distance. For class j, when the membership of adjacent pix-
els of xk belonging to class j increases, the distance metric
ηikd2IFS will become smaller, then xk will tend to be classified
as the jth class. As a result, pixels in the same area will have
different degrees of homogeneity.

Figure 8 shows the difference between FCM, IFCM and
the improved IFCM calculation results. In figure 8 (a), it can
be seen that although the infrared image after FCM segmen-
tation separates the cloud components in the sky, the wall
cannot be separated from the electrical equipment due to
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FIGURE 8. Results of non-uniform image segmentation.

the similar strength of wire clip between the wall and the
equipment, which is classified as the same target by FCM.
Compared with FCM, the method proposed in this paper
effectively improves the membership degree of nonhomoge-
neous regions. In addition, the influence of the neighborhood
is also controlled within a range that fits the edges, bound-
aries and details. It can be seen from the results obtained by
FCM that the divided power equipment is incomplete due to
the lack of insulators, wires, etc. The segmentation results
obtained from IFCM show more required power equipment
targets than FCM, but still cant completely separate the device
targets from the background. By improving the IFCM algo-
rithm, the segmentation results make the power equipment
more complete than the traditional IFCM, but also retainmore
details of the wire portion.

C. IMPROVED IFCM FORM BASED ON
DISTRIBUTION INFORMATION
This paper summarizes the above improvements, and gives
the objective function of the improved intuition FCM based
on the distribution information, which can be expressed as
follows:

J =
c∑
j=1

n∑
k=1

Wjkumjk [d
2
IFS (xk , νj)

+�
∑

i∈nk ,i 6=k

ηikd2IFS (xi, νj)] (24)

where
∑c

j=1 ujk = 1, k = 1, 2, 3, . . . , n and ∀ujk ∈ [0, 1].
The specific expressions of Wjk and ηik are as shown in the
formula (19), the formula (20), and the formula (22). Using
the Lagrange Multiplier method [41], the target function can

be rewritten as follows:

F =
c∑
j=1

n∑
k=1

Wjk (d2IFS (xk , νj)

+�
∑

i∈nk ,i 6=k

ηikd2IFS (xi, νj))

+

n∑
k=1

λk (
c∑
j=1

ujk − 1) (25)

1) CALCULATE Ujk
Since the value of ηik depends on ujk , the derivation method
in [23] cannot be used when calculating the derivative
for ujk . And in the objective function of [29], there may
be a case of missing parentheses, which leads to different
problems. Hence, this paper uses the Lagrange Multiplier
method to rewrite the objective function of the proposed
algorithm to equation (25), where ηik = [(Var(nk ) +
1)dki]−1(1 − ujk )m. Although the part of ηik does not
explicitly contain ujk , ujk belongs to the adjacent point
xjk . This means that ujk will appear several times in∑c

j=1
∑n

k=1�
∑

i∈nk ,i 6=k ηikd
2
IFS (xi, νj) when calculating the

first-order partial derivative of equation (24). The num-
ber of occurrences depends on the size and shape of the
adjacent [42].

For example, in the algorithm proposed in this paper,
the neighborhood is set to a square of size 3. In this case,
is included in the neighborhood of its 8 neighbors. When
calculating the derivative for, this article only retains the part
containing, and rewrites equation (24) as follows:

f = Wjkumjk [d
2
IFS (xk , νj)+�

∑
i∈nk ,i 6=k

ηikd2IFS (xi, νj)]

+ λk (
c∑
j=1

ujk − 1)+�
∑

i∈nk ,i 6=k

Wjiumji [(Var(ni)+1)dki]
−1

× (1− ujk )md2IFS (xk , νj) (26)

Then the ujk of the zero gradient condition is derived as
follows:

∂F
∂ujk
=

∂f
∂ujk
= mWjku

m−1
jk [d2IFS (xk , νj)

+�
∑

i∈nk ,i 6=k

ηikd2IFS (xi, νj)]+ λk

−m�
∑

i∈nk ,i 6=k

Wjiumji [(Var(ni)+ 1)dki]−1

× (1− ujk )md2IFS (xk , νj) = 0 (27)

Set the blur factor m to 2. Equation (26) is as follows:

∂F
∂ujk
= 2Wjku

m−1
jk [d2IFS (xk , νj)

+�
∑

i∈nk ,i 6=k

ηikd2IFS (xi, νj)]+ λk
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− 2�
∑

i∈nk ,i 6=k

Wjiumji [(Var(ni)+ 1)dki]−1

× (1− ujk )md2IFS (xk , νj) = 0 (28)

If this article makes 2Wjku
m−1
jk (d2IFS (xk , νj)+�

∑
i∈nk ,i 6=k

ηik

d2IFS (xi, νj)) = Ajk and 2�
∑

i∈nk ,i 6=k
Wjiumji [(Var(ni) +

1)dki]−1(1 − ujk )md2IFS (xk , νj) = B at the same time, then
there is:

Ajkujk + λk − Bjk (1− ujk ) = 0 (29)

In conjunction with ∂F
∂λk
=

c∑
j=1

ujk − 1 = 0, this paper can

get the iterative recursive formula of ujk as follows:

ujk = (
1

Ajk + Bjk
)(Bjk −

c∑
l=1

Blk
Alk+Blk

− 1

c∑
p=1

1
Apk+Bpk

) (30)

2) CALCULATE Vj AND λi
In order to minimize the objective function, the first-order
partial derivatives of F on νj = [u(νj), ν(νj), π(νj)] and λi
need to be calculated and set to 0. The first-order partial
derivatives for νj and λi are as follows:

∂F
∂u(νj)

=

n∑
k=1

Wjkujk (u(νk )− u(νj))

+�
∑

i∈nk ,i 6=k

ηik (u(νk )− u(νj)) = 0 (31)

∂F
∂ν(νj)

=

n∑
k=1

Wjkujk (ν(νk )− ν(νj))

+�
∑

i∈nk ,i 6=k

ηik (ν(νk )− ν(νj)) = 0 (32)

∂F
∂π (νj)

=

n∑
k=1

Wjkujk (π (νk )− π (νj))

+�
∑

i∈nk ,i 6=k

ηik (π (νk )− π (νj)) = 0 (33)

∂F
∂λk
=

n∑
k=1

ujk − 1 = 0 (34)

Further, this paper can get the iterative formula derived from
νj = [u(νj), ν(νj), π(νj)]:

u(νj) =

n∑
k=1

Wjkumjk [u(xk )+�
∑

i∈nk ,i 6=k
ηiku(xi)]

n∑
k=1

Wjkumjk (�
∑

i∈nk ,i 6=k
ηik + 1)

(35)

ν(νj) =

n∑
k=1

Wjkumjk [ν(xk )+�
∑

i∈nk ,i 6=k
ηikν(xi)]

n∑
k=1

Wjkumjk (�
∑

i∈nk ,i6=k
ηik + 1)

(36)

π (νj) =

n∑
k=1

Wjkumjk [π (xk )+�
∑

i∈nk ,i 6=k
ηikπ (xi)]

n∑
k=1

Wjkumjk (�
∑

i∈nk ,i 6=k
ηik + 1)

(37)

3) ALL CALCULATION STEPS
The algorithm calculation process proposed in this paper is
as follows:

Step 1, use the equations (8)-(10) to visually obfuscate the
original image data.

Step 2, initialize parameters c, m and membership
matrix U.

Step 3, update cluster centroid νj and membership degree
ujk according to equation (29) and equations (34)-(36).
Step 4, check if a is satisfied; if not, return to the previous

step.

4) PARAMETERS ANALYSIS
In the following, numerical analysis is performed on�, λ and
γ involved in the data fuzzification process. The parameter�
is used as the weight of the local distribution information to
control the influence of the local information of the image,
the parameter λ is used as the intuitionistic fuzzy supplemen-
tary parameter and is proportional to the degree of hesitation
of a point, and the parameter γ is used as the center distance
difference weight to control the distance between the data
point and the target center In a valid range, this makes the
membership of the data points in the target area mainly deter-
mined by the intensity rather than the spatial information.
In order to judge the performance of the algorithm under
different parameters, two quantitative indicators of relative
foreground area error (RAE) and error score (ME) are used.
(RAE reflects the difference between the target segmentation
image and the reference segmentation image in the shape and
shape of the target, and reflects the accuracy of the target
feature extraction; ME reflects the ratio of the background of
the segmented image into the foreground, which is an impor-
tant indicator of staggered pixels). The range of quantified
evaluation indexes for both image segmentation is [0, 1]. The
smaller the value, the better the segmentation effect on the
target image.

Experiment with the original gray image composition data
set above: set the parameter range to [0, 4] with a step size
of 0.5. Figure 9 is obtained after experimental and numerical
analysis of the image in this paper. From Figure 9 (a), it can be
confirmed that the ME curve tends to stabilize after the value
of � exceeds 1.5, while the RAE curve starts to slowly rise
after 2.5 Generally speaking, compared to ME, RAE is more
sensitive to changes in segmentation targets and has a closer
relationship with the quality of visual effects. Therefore, it is
determined to be 2.5 after considering the change trend of
the two curves. Similarly, set the range of the parameter λ
to [1, 6] with a step size of 0.5. In Figure 9 (b), it can be
clearly observed that the ME and RAE values both reach the
minimum value at 1.2, so λ is determined to be 1.2; set the
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FIGURE 9. Line chart of ME and RAE with different values of
parameters �, λ, lg(λ), lg(σ/α).

value range of parameter γ to [10−6, 1], that is, the value
range of lg(λ) is [−6, 0], and the step size is 1. It is observed

TABLE 1. Units for Magnetic Properties.

from Figure 9 (c) that the ME and RAE values both reach the
minimum value at lg(γ ) = −4, so it is determined γ = 10−4.

For the two parameters and that will change ME and RAE
as the ratio changes, finding the relationship between the two
through experiments. Try to set the value range of σ/α to [1,
104], that is, the value range of lg(σ/α) is [0, 4]. It is observed
from Figure 9 (d) that the segmentation effect is best when
lg(σ/α) is in the interval of (3, 4). After trying different values
of α and σ , set α to 8, and σ to 3. At this time, the fixed value
β obtained from β = 1/

√
2πσ is 0.1.

In summary, it can be seen from Figure 9 that the parameter
curve remains stable and presents a smooth shape, indicating
that the algorithm in this paper canmaintain a high level and is
not sensitive to parameters in a specific range. The parameter
settings of the algorithm are shown in Table 1.

D. SEGMENTATION PERFORMANCE
TESTING AND ANALYSIS
In order to verify the performance of the algorithm, the pro-
posed method is compared with the six widely used segmen-
tation methods of FCM, FLICM, KIFCM, GQFCM, IFCM
and PIFCM. The data set used is 300 images of different
types and backgrounds of power equipment obtained by the
laboratory using the FLIR E75 thermal imager. The types of
power equipment included are insulators, equipment clips,
isolating switches, wall bushings, etc., and there are complex
backgrounds in the image, such as man-made buildings, veg-
etation, cloud weather and commuter vehicles. Each image in
the dataset is 320*240 pixels in size. This paper assumes that
the infrared image used in the experiment contains both the
power device and the background, so the number of clusters
of the algorithm is 2. For other clustering-based methods
such as FCM, FLICM, IFCM, GQFCM, etc., through a series
of tests, the number of clusters is set to 3, and the cluster
with the highest intensity is set as power equipment. For
other cluster-based methods such as FCM, FLICM, FCM,
GQ FCM, through a series of tests, setting the number of
clusters to 3, and setting the cluster with the highest intensity
as power equipment. A good result was obtained when the
index of the generation function in IFCM and PIFCM was
set to 0.9. In particular, this article uses the same parameter
settings as [31] for KIFCM.

The data set tested in this paper contains several typ-
ical scenarios involving three main problems in infrared
segmentation of power equipment, including low-contrast
scenes, high-intensity non-target object interventions, and
non-uniform intensity targets.
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FIGURE 10. Three typical scenarios.

In this case, the power equipment will partially blend into
the background, as shown in Figure 10(a). The ambiguity of
the outline of the power equipment makes it difficult to accu-
rately segment. Especially for the cluster-based algorithm,
since the center positions of different clusters are very close,
the segmentation result is easy to present a state of almost
white or all black.

There are usually other high-intensity targets in the infrared
image of power equipment, as shown in Figure 10(b).
Although these targets are usually located in the edge region
and have different shape or structural information than the
real target, many segmentation methods are difficult to ignore
their interference, which ismainly because the intensity infor-
mation is the dominant factor of these methods.

FIGURE 11. Segmentation results of various algorithms.

Due to the different physical properties of the heat dis-
sipation amount, the power equipment inevitably exhibits a
state in which the intensity distribution is uneven in thermal
imaging. This feature often leads to fragmentation results and
severely affects the quality of the segmentation, as shown
in Figure 10(c).

Figure 11-13 shows the segmentation results for some typ-
ical scenarios summarized in Figure 10 above. The infrared
image with a large number of artificial architectural back-
grounds in Figure 11 has obvious low contrast characteristics,
which is the difficulty of segmentation. As shown, the outline
of the wall bushing is almost mixed with the background.
For cluster-based methods such as FCM, FLICM, IFCM, and
KIFCM, the existing cluster information is very close due to
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FIGURE 12. Segmentation results of various algorithms.

insufficient spatial information, and the background of the
segmented image still exists. GQFCM can only split a small
portion of a wall bushing on a relatively clear boundary, but
the PIFCM method and the proposed method get close to
real results. However, if the PIFCM is compared with the
results of the proposed method and the real image, this paper
will find that the edge part of the target has different degrees
of loss in the PIFCM results. Compared to other methods,
this method suppresses noise and clutter interference and
preserves more edge detail in low contrast situations.

Figure 12 is a scene of a non-powered equipment con-
taining high intensity, surface reflections. Since FCM and
KIFCM do not contain spatial information, the results
are greatly affected by surface reflection. The calcula-
tion results of IFCM method, PIFCM method and FLICM

FIGURE 13. Segmentation results of various algorithms.

method all contain relatively complete equipment. However,
they cannot completely distinguish between equipment and
non-equipment. GQFCM and the proposed method can effec-
tively eliminate the interference of non-power equipment and
reflection, and get a more realistic result. But the results of
GQFCM still contain a small portion of the non-equipment
of the image. In general, this method is stable in low contrast
conditions and can handle high-intensity non-target objects
well. It has also been found that this method can effectively
improve the non-uniformity and reflection problems.

As shown in Figure 13, there is significant intensity non-
uniformity in the main body of the power equipment. Due
to the lack of local spatial information, several methods
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TABLE 2. Average time used by each algorithm (unit: milliseconds).

based on fuzzy clustering are not satisfactory. The results
of the FLICM method are more complete, but a portion of
the insulator is lost, which can have a significant impact
on subsequent processing operations. The results show that
the method effectively suppresses the target non-uniformity
while retaining the target details.

It can be seen that FCM and KIFCM perform similarly
in the above scenarios, and the kernel function used in
KIFCM has a limited effect on suppressing the background.
However, the use of local spatial information in FLICM
and IFCM improves the effect of uneven intensity to some
extent, but still cannot effectively deal with the effects of
low contrast. PIFCM uses adaptive weighted intuitionistic
fuzzy distance measurement, which works well in low con-
trast and anti-reflection, but non-target objects cannot be
removed by PIFCM. GQFCM combines the Markov random
field with shape information and uses the geometric mean
of the two reusable energy levels represented by the Gibbs
random field distribution to polarize the membership values
on the boundary. It performs well in suppressing the light
background and intensity inhomogeneity. If the image con-
tains part of the light background, the spatial information
involved is too weak to suppress the background. However,
in the method of this paper, the use of global distribution
information helps to suppress backgrounds containing high-
intensity non-targets. When the target is affected by intensity
inhomogeneity, reflectivity and clutter, the intuitionistic blur
distance combined with the local distribution information can
also give more complete results.

In order to compare the segmentation efficiency of this
algorithm, it is compared with other six segmentation
algorithms in time. As shown in Table 1, the algorithm
in this paper is improved based on IFCM and injected
with local spatial information, so its efficiency is not as
good as IFCM, among which the segmentation algorithm
is not the highest, but compared to the image segmenta-
tion effect, it is still an excellent one among these seven
algorithms.

For the effectiveness of the proposed method, this paper
uses the relative foreground region error (RAE) to compre-
hensively judge the quality of segmentation results of the
above segmentation algorithms.

RAE reflects the accuracy of target segmentation. In the
application of image analysis of power equipment in this
paper, it mainly focuses on the foreground rather than the
whole image, which makes it sensitive to power equipment.

FIGURE 14. Relative regional error rate of fuzzy clustering algorithm
measured under different m values.

TABLE 3. Relative area error rate data distribution of the measured fuzzy
clustering algorithm under different m values (%)).

The expression of RAE is as follows:

RAE =

{
(FT − FS )/FT FT > FS
(FS − FT )/FS FT < FS

(38)

It can be seen from the above formula that in practical
applications, the lower the RAE value, the better the seg-
mentation effect. The RAE for testing various segmentation
algorithms is shown in Figure 14 and Table 3. It can be seen
from the line graph that the method in this paper maintains
relative stability within the range of the fuzzy factorm relative
to other algorithms, and obtains the optimal RAE value. The
results show that the proposed method in this paper is robust
and effective for the variation of the fuzzy factor m.

IV. CONCLUSION
With the rapid development of remote sensing in the field
of UAVs, the efficiency and real-time monitoring of infrared
UAVs for power equipment has attracted more and more
attention and research. After the infrared drone captures the
data of the power equipment, the diagnosis of the thermal
fault of the power equipment will be an important research
direction. In this paper, an infrared image segmentation IFCM
algorithm for power equipment with spatial distribution infor-
mation is proposed. Due to the low contrast between the
power equipment and the background, and the interference of
non-power equipment such as high-intensity artificial build-
ings, commuter vehicles and clouds, it usually has a serious
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impact on equipment segmentation. At the same time, uneven
surface heat dissipation can also cause uneven distribution of
gray values of infrared images, which causes missing partial
target contours after segmentation. Aiming at the above prob-
lems, a fuzzy clustering algorithm for introducing global spa-
tial distribution information of Gaussian model is designed.
The algorithm adopts a new ranging method, which changes
the membership degree of each pixel with the change of dis-
tance, effectively suppresses the high-intensity background,
and highlights the effective target in the segmentation result.
On this basis, the local intensity distribution information
composed of intuitionistic fuzzy c-means composed of local
variance and neighborhood membership is combined. Using
intuitionistic fuzzy distance and local distribution informa-
tion to solve the problem of uneven intensity. The segmenta-
tion effect of the algorithm and other similar algorithms was
tested on a power equipment dataset containing 300 images.
After comparing the visual effects and quantitative compari-
son of the results, the method is superior to FCM, KIFCM,
GQFCM, FLICM, PIFCM, IFCM and other algorithms in
terms of effective target detail retention and accuracy after
segmentation of the same image and the segmentation of the
infrared image of the device is effective.
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