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ABSTRACT With the increase of glass detection speed, some defects of MapReduce distributed computing
framework are exposed, and the processing speed and timeliness cannot meet the requirements of glass-
defect detection in industrial technology. Based on the MapReduce distributed computing framework,
this paper designs a threshold segmentation method to complete the segmentation of glass-defect images.
By improving the replication placement strategy and pipeline scheduling mechanism, the computing and
storage are localized, and the timeliness of data processing is accelerated. The experimental results show
that the improved MapReduce computing framework has an average increase of 14.8% in processing speed.
It can detect the glass ribbon running at 800m/h and also detect the number, position and type of defects on
the glass ribbon.

INDEX TERMS Defects detection, data locality, image segmentation, MapReduce model, pipeline

scheduling.

I. INTRODUCTION
With the development of digital technology, digital image
processing is widely used in industrial production. Many
applications need to analyze current production status in a
timely manner, and traditional digital image detection sys-
tems are hard to meet the needs of industrial production [1].
Taking the glass production industry as an example, during
the period of production processes such as raw material pro-
cessing, preparation, melting, clarification and cooling, due
to the destruction of the process system or the errors in the
operation process, the glass ribbon from the annealing kiln
often exists defects of different types and sizes. The cross-
cutting machine will cut off the section which contain too
many defects or does not meet the requirements of national
standards. So according to the characteristics of the glass
production line, cross-cutting machine should be installed at
the exit of the annealing kiln [2].

Due to the faster transmission speed of the glass rib-
bon, a large amount of high-resolution image data will

The associate editor coordinating the review of this manuscript and
approving it for publication was Yongtao Hao.

VOLUME 8, 2020

be generated in a short time. To realize the timely defect
detection of the glass ribbon on the production line, it is
necessary to use a timely and uninterrupted online detection
system which matches the production speed. The emergence
of MapReduce has alleviated the problem of big data pro-
cessing to some extent. The MapReduce framework was first
used to process textual data collections, it has been recently
used to process large images such as remote sensing images,
high resolution images etc [3]. It is a data model based
on key/value pairs. This model divides complex distributed
computing into two phases: Map phase and Reduce phase.
The Map phase is usually calculated locally in the data store
and then maps the output results to the corresponding Reduce
tasks. The Reduce phase summarizes the results of the Map
phase and finally arrive at calculation results [4].

As the demand for data processing increases, some flaws
in the distributed computing framework MapReduce are
exposed [5]. MapReduce has its performance bottleneck:
between Map and Reduce, there is an invisible intermediate
processing part. For example, in order to distribute different
results to the corresponding processing nodes, all the results
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need to be summarized on each node and then sorted. Each
node intercepts the data in the corresponding interval (shuffle
phase) [6]. This process is the key for MapReduce to operate
correctly, but it affects the speed of the system processing.

In order to improve the performance of MapReduce com-
puting framework. Some recent work focused on overlapping
different phases of MapReduce to enhance job performance.
Guo et al. [7] proposed iShufflfle, a framework that overlaps
the map and shufflfle phases by predicting the distribution
of partitions. Besides, Wang et al. [8] introduced a merge
algorithm to avoid data repetition and disk access and also
proposed the use of a pipeline with which to overlap the shuf-
flfle, merge, and reduce phases. Other researchers have also
proposed optimizations on the data locality. In [9], the authors
conducted a comprehensive investigation of the data locality
of Hadoop jobs and analyzed its impact on job performance.
The authors in [10] optimized MapReduce jobs based on data
locality. Some approaches were also proposed to optimize the
execution process of MapReduce from other aspects, such as
a large number of temporary result data generated by multiple
Map tasks of the same job on the Map node are combined
as a total, replacing the original MapReduce architecture to
merge the result data of a single Map task [11]. Generally,
the existing systems lack of research on improving the per-
formance of MapReduce on large scale images processing.
For example, the Hadoop Image Processing Framework only
allows uploading images at a very slow rate [12].

Based on the above background, this paper uses the
MapReduce parallel framework as the research basis to real-
ize the threshold segmentation of defect images. By adding
streaming data processing module and data partitioning mod-
ule, localization of computing and storage is realized, and
accelerate the timeliness of data processing. We also take a
large number of glass images which are collected online as
test objects, realizing timely and accurate detection of various
glass defects.

Il. PRINCIPLE OF SYSTEM OPERATION

The system consists of a light source, an encoder, a high-
speed linear array CCD, a high-speed data acquisition card,
and a Hadoop cluster processor. The light source and the
high-speed linear array CCD camera are respectively located
below and above the glass ribbon and on the same vertical
plane. The light emitted by the light source passes through
the glass ribbon and is received by the CCD camera. The
high-speed data acquisition card collects the light intensity
signal continuously through the dual DMA mode, convert-
ing it into grayscale images data and transmitting to the
upper computer. The tasks are submitted by a client to the
resource manager. The data collected by the CCD camera
is transmitted to the Namenode of the Hadoop cluster. The
Namenode is responsible to run DataNodes, and maintains
the images data stored on the HDFS. Then, the DataNodes
running assigned map tasks which complete the segmentation
algorithm. Finally, the final processing results are returned to
the Namenode. Once the defect is excessive, the cross-cutting
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FIGURE 1. Glass defect online inspection design.

machine which controlled by the system will remove the
section with too many defects.

Ill. MapReduce-BASED CLUSTERING

FOR IMAGES ANALYSE

A. DESIGNING THE IMAGE STORAGE STRUCTURE

Image segmentation is the key technology based on MapRe-
duce defect detection. The difficulty is to ensure that the
segmentation results of Map and Reduce tasks can be restored
to the original images [13]. In the process of MapReduce
model calculation, if the image files in the image sequences
are not preprocessed, the MapReduce calculation model will
directly block the images. Since each partition block does
not have corresponding index number, coordinate number
and other information, the aggregation of defect detection
results cannot be completed after the block defect detection.
The method adopted in this paper is to pre-process the glass
defect image before the MapReduce task is started, and save
the meta-information after the block. The meta-information
includes the index information and coordinate information
of the block image data which relative to the original image
data. In the process of distributed defect detection, each image
segmentation is processed separately by the map task. After
the image segmentation is detected, the data information can
be quickly and accurately aggregated in the Reduce tasks by
reading the pre-stored meta information.

The size of the preprocessed images is far less than the
default file block size of HDFS, which will affect the storage
resource utilization of Hadoop. At the same time, accessing a
large number of small images will also increase file address-
ing time and reduce read and write speed. Therefore, this
paper uses the HipilmageBundle class of the HIPI interface
to upload the local images through the file traversal method.
The image file forms a storage structure which containing
data and indexes. The hib file stores displacement and index
information, and the hib.dat file stores images data. The
designed storage structure is shown in Figure 2. Through the
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FIGURE 3. The processing of Image file.

HIPI method, the impact of large number of image fragments
on Hadoop scalability and performance is alleviated.

B. DESIGNING THE MapReduce FUNCTIONS
The MapReduce implementation process of defect detection
is as follows: First, each image in the images sequence is
divided into multiple small image segments, and the image
fragments are distributed to the Hadoop data nodes. Then,
each Map process on the data node complete the defect
segmentation tasks. Finally, the detected image fragments are
aggregated in the Reduce process to obtain the final detection
result. The workflow of MapReduce is shown in Figure 3:
In the Map stage, image fragments are read through the
ImagelnputFormat interface. The ImageRecordReader func-
tion is responsible for inputting and reading the records,
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obtaining the split records, and generating input fragments.
The MapReduce program passes the input <key, value> pairs
to the map tasks, and uses algorithm of threshold segmenta-
tion to complete the defect detection for each image. After
the map tasks are finished, the detection results are output as
a key value pair <Text, image>, and the results are sent to
the reduce tasks, wherein the key saves the index number and
the coordinate number obtained from the image segmentation
meta information, the value saves the defect detection result
of the images.

In the Reduce stage, for the metadata information is saved
in the key and the detection results in the value, the detec-
tion result is merged according to the index number and
the pixel coordinate which stored in the metadata, and the
detection results are saved in different folders of the HDFS.
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FIGURE 4. The processing of Image file.

Once the execution of the processing function for the images
are completed, the reduce program start merging the images
after the execution of the processing and other operations.

As shown in Fig. 4, the figure shows the specific running
process of the MapReduce program, and the stored images
are taken as an input, the obtained new images are processed
as an output. For other image input types, only the corre-
sponding file input format needs to be set, and different file
output formats can be set to obtain different storage forms.
The process of MapReduce processing internally does not
change. The above process is equally applicable to other
image batch tasks, except for the image processing algorithms
used in Mapper. The Reducer is mainly used to merge the
output of Mapper in the whole process above. It combines
the output images into one large file, which avoids storing
multiple small files on HDES. If the output of new images is
relatively small and needs to be stored separately, the number
of task reducers can be set to 0, so that new images processed
by Mapper will be directly output. Without the Reducer
process, data transmission, grouping, sorting, and networks
are not required, and the efficiency of the algorithm is
improved.

IV. OPTIMIZATION OF THE MapReduce PROCESSING

The MapReduce job is mainly composed of the Map phase
and the Reduce phase. The intermediate data generated by
the data nodes in the Map phase needs to be transmitted
to the compute nodes in the Reduce phase through the net-
work. This intermediate phase is called Shuffle [14]. The
resource consumption of the network bandwidth caused by
the data transmission in the Shuffle phase and the data storage
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FIGURE 5. Pipeline scheduling.

in the Reduce phase is time consuming. How to reduce
unnecessary network bandwidth usage in the Map phase is the
key to improving the efficiency of MapReduce job execution.
The network bandwidth usage in the Map phase is related
to its data localization and scheduling method. Therefore,
improving data localization and using pipeline scheduling can
effectively improve the execution efficiency of MapReduce
jobs.

A. DATA LOCALIZATION

Data localization refers to dividing the data set to each
node without redundancy, each node runs independently, and
processes the data by dividing the data set [15]. Hadoop based
on MapReduce uses static replication-placement technology,
that is, in a distributed file system, the number of each
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FIGURE 6. Map-Reduce processing results on Hadoop cluster.

(a)Original glass defect image
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-

( b ) Block detection intermediate result

( ¢ ) Threshold segmentation result
FIGURE 7. Defect detection result based on MapReduce.
replication is three. Although this static replication- the storage space of the cluster to a certain extent, which

placement method can meet the service requirements of gen- reduces the data localization of tasks and the performance
eral applications in Hadoop clusters, it does not fully utilize of task schedulers.
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FIGURE 8. Defect images segmentation result based on MapReduce.
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FIGURE 9. Processing time of using Hadoop with different slave nodes.

In view of the above problems, this section improves the
localized copy placement algorithm. The algorithm dynami-
cally changes the number of data block replications by calcu-
lating the access frequency of data blocks in HDFS, which
increases the replications of data blocks with high access
frequency and reduces the replications of low-frequency.
Increasing the replication of data blocks with high access
frequency can improve the effectiveness of data localization.
Through this algorithm, the data localization of the task is
improved, thereby improving the efficiency of the traditional
MapReduce framework. Algorithm 1 shows the pseudo code
of the improved framework.

Algorithm 1 is described as follows:

First, sort the compute nodes in the Hadoop cluster based
on the historical data access frequency. Then, initialize the
data block and iterate over the collection of the data blocks.
If the block access frequency is higher than the average value
of the data blocks, and the number of tasks that need to
access the data blocks is higher than the current number of
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the data blocks, increase the number of block replication.
Last, if the data block satisfies the condition of increasing
the replication, the DataNode with the low frequency of the
data block is sequentially taken out from the DataNode queue,
and a replication is added to the node, so as to repeatedly find
the appropriate one. The DataNode increases the remaining
replications until the number of replication that need to be
increased is completed.

B. PIPELINE SCHEDULING

At the same time, this paper also improve the pipeline mech-
anism for MapReduce, that is, the intermediate results which
obtained in the Map phase can be quickly transferred to the
Reduce phase, making the MapReduce operation pipelined
[16]. The specific design is to make each Reduce task estab-
lish a TCP link with all Map tasks in the initialization phase.
When the Map produces an output, it is delivered to the corre-
sponding TCP link and sent to the specified processing node

VOLUME 8, 2020
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FIGURE 11. Ratio improvement using 512*512 images with different slave nodes.

through the interval partition. Figure 5 shows the improved
pipeline mechanism of MapReduce. Pipeline scheduling can
improve CPU usage, and selecting the appropriate multi-
threading can also maximize data throughput. The improved
MapReduce framework passes the calculation results directly
to the next stage, which also alleviate the I/O load of the
current nodes.

V. EXPERIMENTS

The experimental Hadoop cluster consists of one master node
and four slave nodes. The reason for this configuration is to
consider the memory space of the cluster and the needs of the
actual test. The software and hardware settings for the node
are shown in Table 1 and Table 2. In addition, we use glass
defect images as the experimental object, and the average size
of the image used in the experiment was about 235 KB.

The processing results are shown in Figure 6, we can
see the memory usage of the cluster and the execution time
of the program. The image processing results are shown in
Figure 7. Figure 7(a) is an image of a glass defect containing
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TABLE 1. Software specifications.

128%128  256%256  512*512  1024*10  2048*20
24 48
1 2.1 5.5 7.4 26.2 48.8
2 1.2 39 6.1 20.1 28.3
3 1 3.6 4.8 182 26.2
4 0.8 3 3.9 16.9 25
TABLE 2. Hardware specifications.
128*128 256%256  512*512  1024*10  2048*20
24 48
1 1.9 49 6.7 233 43.6
2 1.1 35 53 17.6 24.6
3 1 3 4.1 15.1 21.9
4 0.6 24 32 13.8 20.4

a inclusion, Figure 7(b) is an intermediate result of block
defect detection on MapReduce, and Figure 7(c) is a final test
obtained by aggregating the intermediate results. Fig. 8 shows
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FIGURE 12. Ratio improvement using 1024*1024 images with different slave nodes.

Algorithm 1 Localized Replication Placement Algorithm
sort Query(DataNode);
Addreplicate=0;
for (take each elment) do
old_replicate=replicate_factor(b;);
if(F(b; )>averageFre(b; ))
ifiNum(Query)>=replicate_factor(b; ))
Addreplicate=Num(Query)-replicate_factor(b; );
else
Addreplicate+ =1;
end if
NewBlockQuery.add(b;,Addreplicate);
update replicate_factor(b; );
while(Addreplicate!=0)
for each take Query(DataNode) do
if(FreeSpace(D)& & NotExist(b;))
AddBlock();
Addreplicate— —;

end
end
end

that the threshold segmentation results of scratches, inclu-
sions, stains, and tumors.

In order to verify that the improved MapReduce frame-
work has improved processing efficiency and timeliness,
the improved MapReduce framework runs on the same
Hadoop cluster with the same amount of computing nodes.
Selecting glass defect images with resolutions of 128*128,
256*256, 512*512, 1024*1024 and 2048*2048, and process
the defect images of the same resolution for each experiment
to detect the efficiency of the two frame’s operations. It can
be seen from Fig.9 and Fig.10, with different resolutions, the
processing time is significantly faster with different resolu-
tions, and the main reason for the faster processing speeds of
resolutions 1024*1024 and 2048*2048 is not only because of
the amount of image data becomes larger, but also related to
the size of the slice when the Mapper is started.
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TABLE 3. The result of computing defect image under Hadoop.

128%128  256*256  512*512  1024*10  2048*20
24 48

1 2.1 55 7.4 26.2 488

2 12 39 6.1 20.1 283

3 1 3.6 48 18.2 26.2

4 0.8 3 3.9 16.9 25

TABLE 4. The result of computing defect image under optimization
MapReduce.

128128 256%256  512%512  1024*10  2048%20
24 48
1 1.9 49 6.7 233 43.6
2 1.1 3.5 5.3 17.6 24.6
3 1 3 4.1 15.1 21.9
4 0.6 24 32 13.8 20.4

Through the experimental data, we found that the linear
resolution of cluster computing time and node number are
more obvious when the image resolution is 512*512 and
1024*1024. Therefore, the speedup ratio of MapReduce
architecture under different computing nodes is improved by
comparing the two resolution image data. It can be seen from
the comparison between Fig. 11 and Fig. 12 that with the
increase of the number of nodes, the operation efficiency
of MapReduce will be improved, and the acceleration ratio
is about 1.1 to 1.23. The more number of cluster nodes,
the higher speedup ratio will be, which shows the improved
scheduling plays an important role on the multi-node clusters.
The main reason for the acceleration ratio change: First,
the more cluster nodes, the higher the speedup ratio, which
shows that the improved scheduling algorithm is more effec-
tive on multi-node clusters. Secondly, the output data must
be backed up by the network. Using pipeline scheduling will
improve the efficiency of backup. Finally, the actual Hadoop
cluster is separated from the node CPU and IO, and can be
read and written at the same time. The cluster is built on
the virtual machine, and the performance is different from
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the complete distributed cluster, which affects the overall
computing performance. In summary, the improved MapRe-
duce framework speeds up the processing performance, so the
improvements made in this article are obvious compared to
traditional Hadoop’s MapReduce framework.

VI. CONCLUSION

This paper implements the image threshold segmentation
based on Hadoop framework by studying the application of
distributed system to image processing. By designing the log-
ical structure and image read/write interface of MapReduce
parallel computing framework, the threshold segmentation of
massive glass defect images are completed.

In addition, based on the original MapReduce parallel
computing framework, we further improved the intermediate
processing process Shuffle, and complete the Shuffle oper-
ation parallelization through data localization and pipeline
scheduling to improve the operation delay. Experiments show
that the data processing speed of improved MapReduce paral-
lel computing framework is not only significantly improved,
but also the timeliness of the system is improved. In our
future work, we will focus on three areas. First, we will
try some image segmentation methods to find the best seg-
mentation effect. Secondly, while improving the MapReduce
delay, it will also reduce the accuracy of the operation. How
to improve the contradiction between the two is also an
important direction in the future work. Third, we will study
how to extend the Hadoop cluster adaptively. The number of
the data nodes in the cluster can be adjusted according to the
size of the task. In this way, the system can save computing
resources when the input data is small, and expand when the
input data is large, so as to ensure the stability of the system
performance.
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