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ABSTRACT Revenue water flow is defined as the amount of water for which the water rate has been
collected, against tap water production, whereas non-revenue water (NRW) is defined as water that has
been produced, but for which payment cannot be charged. In South Korea, there are big differences in NRW
among the regions, and the NRW ratio in urban areas is higher than in rural regions. To reduce regional
differences and effectively manage the water system, a management system to lower the NRW ratio is
required. In particular, theNRW ratio can be reduced through an automatic leakage detection and sensor-error
automatic checking system for feed water pipes and piping in household, and through leakage detection of
water supply and drainage pipes that transport large volumes of water. Therefore, this study develops a
system that can generate automatic alarms whenever abnormal usage is predicted via analysis of household
water flow rate. Linear regression, ARIMA model, and additive regression model are compared to find the
best method with high accuracy. The proposed method can support efficient water system management to
lower the NRW ratio.

INDEX TERMS Non-revenue water, time series, ARIMA, additive regression model, water leakage
alert system.

I. INTRODUCTION
According to the waterworks statistics of South Korea,
published in 2019, the sector with the highest water con-
sumption, as of 2017, is the household sector, which accounts
for 3,451 million m2, or approximately 62%, of the total
water consumption. The next highest consumer of water is
the general business sector, at 1,606 million m2, or approx-
imately 29%, of the total. Other water consumers include
public service, at 136 million m2, or approximately 2% of
the total, and other industries, for the remaining 7%. Thus,
water usage for everyday living accounts for the largest share
of water consumption, and that consumption amount has been
exhibiting an increasing trend [1].

In the system of the Korea Water Resources Corporation,
raw water is purified after being collected, filtered, and ster-
ilized through the intake and mixing process at the intake
station. Afterward, the processed water is fed to water tanks,
and a stable supply is provided to each household.
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The water supplied is divided into revenue water flow
and Non-revenue water flow. In Seoul, the NRW ratio has
been growing gradually because of the construction of water
storage tanks and the replacement of aging pipes [2]. The
NRW ratios of cities in theworld, including Seoul, range from
5 to 50%, exhibiting large differences between countries and
regions [3], [4].

According to the waterworks statistics of South Korea,
published in 2019, before the water flows into households,
many leakages occur through water supply pipes, drainage
pipes, and feed water pipes because of aging and other envi-
ronmental factors (Table 1 & Table2). The South Korean
Ministry of Environment announced that 31.4% of all water
supply pipes are older than 20 years, and as of 2014, the total
amount of water leakagewas 690million tons, amounting to a
total loss of 605.9 billion KRW annually [1]. When the NRW
ratio increases because of physical leakages or inaccurate
measurement, it not only affects the water quality, but also
has a negative effect on the general water supply and service
system. Therefore, a prediction system to lower the NRW
ratio is required.
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TABLE 1. Water leakage statistics for South Korea in 2017 (source: Waterworks Statistics 2019) [1].

TABLE 2. Leakage amounts and estimation from 2014-2017 (source: Waterworks Statistics 2019) [1].

The revenue water ratio, which is defined as the ratio
of the volume of water for which the water rate has been
collected, against the total volume of tap water production,
for South Korea, as of 2017, is approximately 85.2%, which
is lower compared to those of other developed countries [5].
Moreover, the regional gaps are deepening. The revenue
water ratios with respect to city size are 91.7% for special
and metropolitan cities, 80.7% for cities, and 64.1% for
counties [1]. Therefore, a comprehensive system for water
leakage is required.

In this study, we analyze sensor input data for water usage
per household and propose a system that can lower the NRW
ratio based on a model for immediate prediction of house-
holds with potential water leakage. An example of such a
model works by estimating the most efficient position-based
service using machine learning [6]–[8].

Previous studies on water usage focused on the image
processing, such as in the estimation of water level in
rivers. To protect the flooding system of the Mekong River,
Nguyen et al. [9] proposed a method for forecasting its daily
water level using machine-learning models. On the other
hand, [10] and [11] estimated the water level by employing
image processing methods. These studies were not about pre-
diction models that made use of various related information;
rather, these studies were about general image estimation for
flooding alert systems.

Jang and Choi [12], [13] predicted the NRW ratio using
data on Incheon City via artificial neural network (ANN) and
Z-score. They showed that the proposed method using ANN
has a higher accuracy than that of the multiple regression
analysis method but, in the end, proposed an optimally pre-
dictablemodel because the accuracy varied greatly depending
on the number of layers of the hidden area.

Xu et al. [14] proposed the continuous deep belief echo
state network (CDBESN), which uses a continuous deep
belief network to extract features and uses the echo state
network as a regression algorithm. The continuous deep
belief network is used in various prediction areas and has
the advantage of solving the overfitting problem. Thus,
existing studies focused on water usage prediction models
for entire regions, rather than a water usage alarm system
for individual households [13]–[15]. On the other hand,

[16] and [17] suggested real-time algorithms for leakage
systems on pipeline prototypes based on the extendedKalman
filter. Other previous studies detected the fault measurement
of urban water networks [18]–[20].

Prediction models for either total revenue water or NRW
have already been researched [21]–[23], but research on
alarm systems for the NRW of each household is insufficient.
In this study, a linear regression model and a time-series
model are analyzed based on data on Osan City in Gyeonggi
Province. For the linear regression model, the fitness of
the model is verified, whereas for the time-series model,
the differences between actual measured values and predicted
values are determined using two different methods. A model
for building an alarm system and a system method are
then proposed. Finally, a central alarm system is developed
to reduce the NRW ratio based on the proposed model.

II. MODELING
A. EXPERIMENTAL DATA
The data for this study were collected in Osan City,
Gyeonggi Province, in South Korea between May 21, 2018,
to June 5, 2019, from the sensor data of 869 households.
The data were stored in electronic water meters and had
the data format shown in Figure 1. For each generation,
a total of 11 field values were transmitted wirelessly and
stored in the database. The first field value, IDX, represents
a unique key value transmitted to the database. The unique
value for each household was created via the combination
of RESOURCE_ID and WM_ID, as shown in Figure 1.
WM_VALUE is a reading value sent from the electronic
water meter. The water meter data were sent every eight
hours and saved in the database. Thus, three sets of data
can be collected per day from each water meter. The data
storage time varied depending on the water meter, but data
were collected once between 00:00 and 08:00 hours, once
between 09:00 and 16:00 hours, and once between 17:00 and
24:00 hours. Table 3 outlines the meaning of each field.
Among these data, we used DATE, RESOURCE_ID, WM,
and WM_VALUE. Furthermore, the data were extracted for
this experiment only if the value of WM_BATTERY was 02,
which indicates a normal value, and also when the sensor data
were stored with normal conditional values. MAX_FLOW,
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FIGURE 1. Example of sensor data for each household.

TABLE 3. Data attribute.

INDOOR_LEAK, BACKFLOW, and UNUSED values are
unstable, and thus these attributes were not considered. On the
other hand, NULLs in NO_RESPONSE and CRC_ERROR
were considered as normal values.

B. MODELS
Three models were analyzed using the data on Osan City.

First, regression analysis was used for prediction. Among
the traditional prediction methods, regression analysis is used
mainly when the component has a constant effect that does
not depend on time. For the auto-correlation test of the error
term for prediction, the fitness of the regression model was
determined using the Durbin-Watson (DW) value.

Second, time-series analysis was also used for the pre-
diction. Unlike the regression model, time-series analysis is
used when time-dependent analysis is required. The ARIMA
(autoregressive integrated moving average) model even con-
siders the trend of past data and considers both autore-
gression and moving average. The difference between the
ARIMAandARMA (autoregressivemoving average)models
is that the ARIMA uses differences between observation
values to describe the non-stationary property of the time
series.

Lastly, the prediction accuracy of data was analyzed via
the additive regression model. The additive regression model
Prophet [24] used in this study is not time-dependent and
can solve problems via curve fitting, whereas time-series
models, such as ARIMA, are time-dependent. To build amore
accurate model, two different options, one which considers
the yearly trend and one which does not, were applied.

1) LINEAR REGRESSION MODEL
Linear regression model is a method of modeling correlations
between one or more independent and dependent variables.
Simple linear regression analysis is used when the definitions
of dependent variables are analyzed according to one inde-
pendent variable, whereas multiple linear regression analy-
sis is used when multiple independent variables affect the
dependent variables. In Equation (1), n denotes the number
of independent variables.

Yi = β0 + β1Xi + εi, i = 1, · · · , n, εi ∼ (0, σ 2) (1)

In the Osan City water data, the independent variable is
time, and the dependent variable is the cumulative water
usage, which is WM_VALUE. For the auto-correlation test
of the error term for prediction, the DW value is used to
determine whether the term is fit for the regression model.
Equation (2) is an equation for obtaining the DWvalue, where
εi signifies the i th residual, Yi is the result obtained from
actual sensor data, and Ŷi is the value estimated by the least
square line.

n−1∑
i=1

εi+1 − εi
2

n∑
i=1

εi
2

εi = Yi − Ŷi. (2)

When DW value is close to 0, it indicates a positive
correlation, whereas when DW value is close to 4, it indicates
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FIGURE 2. The ACF and PACF of 140C5BFFFF130105_16014537.

a negative correlation. When DW value is closer to 0 or 4,
it indicates that the regression model is unfit, because
it has many residuals. By contrast, when this value is
closer to 2, there is a static correlation. When the average
DW value obtained using the data is 2, there is no auto-
correlation. When it is between 0 and 2, there is a positive
auto-correlation, and the data are general time-series data.
If it is higher than 2 and less than 4, there is a negative
auto-correlation, and the data are unusual time-series data.
Therefore, the feasibility of the linear regression model is
determined by the DW value.

In this experiment, the DW value of each household was
calculated using the statsmodels Python module [25]. The
average DW value of all the calculation data is 2.83E-05,
which is close to zero. In other words, it is unfit for regres-
sion model. Thus, learning with additive regression model is
proposed.

2) ARIMA MODEL
Regression analysis analyzes the correlation between
dependent variable and independent variable but does not
consider time. Thus, when a previous time affects the cur-
rent modeling, time-series analysis is typically used. The
ARIMA model is a representative time-series model that can
encompass the AR (auto correlation) model, theMA (moving
average) model, and the ARMAmodel. It can also reflect the
trend of past data and is expressed as ARIMA(p, d, q), where
p denotes the lag of the AR model, q denotes the lag of the
MAmodel, and d denotes the difference. The auto-correlation
function (ACF) and partial auto-correlation function (PACF)
were calculated using the statsmodels python pack-
age [25] by selecting‘‘140C5BFFFF130105+16014537’’,
‘‘140C5BFFFF1301F5+15350104’’, ‘‘140C5BFFFF1300CF
+14019387’’, each of which represents one of many
households [Figure 2(a), Figure 3(a) and Figure 4(a)].

FIGURE 3. The ACF and PACF of 140C5BFFFF1301F5_15350104.

To calculate the proper difference order, first-order
difference was first performed, and then ACF and PACF
were calculated again [Figure 2(b), Figure 3(b) and
Figure 4(b)]. ACF shows that the auto-correlation shifts
from positive to negative at around 150, whereas the PACF
shows sharply decreasing trends near 220 and 339, exclud-
ing slight errors. Therefore, we assume that p = 0 and
q = 1. The following graph shows first-order differentiated
ACF and PACF. Because the time-series state is normal,
the ARIMA(0,1,1) model is used. The ARIMA(0,1,1) model
was adopted because other household data different from
‘‘140C5BFFFF130105+16014537’’ also exhibited similar
results.

Figure 2, Figure 3 and Figure 4 visualize examples of
randomly selected data that consist of the original data
and the first-order difference of ACF and PACF. Graph
patterns in these three different figures for the original
data and the first-order difference between them are very
similar.

3) ADDITIVE REGRESSION MODEL
Harvey and Peters [26] computed the maximum likelihood
with the time domain, frequency domain, and
expectation-maximization (EM) algorithm in the structural
time-series model. Similar to the model of Harvey and
Peters, the additive regression model follows y(t) = g(t) +
s(t) + h(t) + e, where g(t) is a trend with no repetitive
element, s(t) represents repetitive changes, such as day of
the week or annual seasonality, h(t) is an irregularly influ-
encing factor, such as holidays, and e is a residual that
follows normal distribution. However, holiday h(t) was not
considered because the current data set does not have a
special and irregularly influencing factor such as holidays.
To express via generalization, the s, g, and h functions can be
expressed as function f , as follows. The additive model is an
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FIGURE 4. The ACF and PACF of 140C5BFFFF1300CF_14019387.

extension of multiple linear regression and can be expressed
as follows:

Yi = β0 + f1(xi1)+ f2(xi2)+ f3(xi3)+ · · · + fp(xip)+ εi

= β0 +

p∑
j=1

fj(xij)+ εi

E[ε = 0, Var(ε) = σ 2 (3)

A time-series model, such as ARIMA, has a time-dependent
structure, but Prophet, which is the additive regression model
used in this study, is not time-dependent and can solve prob-
lems via curve fitting. Two additive models were established.
The first model set the day of the week, seasonality, and
yearly periodicity as basic data. However, the currently used

data have not been accumulated for more than one year.
Thus, the second model was set with no yearly and seasonal
components, and considered only time, day of the week, and
monthly components using Fourier series.

This model is called an additive regression model because
each xi used as an element variable of the model is calcu-
lated separately, and their contributions are summed up. This
model has the advantage of automatically modeling nonlinear
relationships that can be defined by standard linear regression
because a nonlinear function can be fit for each element.

III. SYSTEM
A. DATA PREPROCESSING
Figures 5 and 6 show the system model and used data. The
input sensor data values are stored in the central database.
The system performs preprocessing for each household ID by
removing erroneous data and selecting data for learning. For
real-time distributed processing of large data, Spark-based
streaming was applied. Spark is an open-source distributed
query and processing engine and provides scalability to
MapReduce at a much faster speed. Scalability was consid-
ered to enable data analysis of several hundreds of thousands
of homes in the future via real-time distributed processing of
data stored in a database. According to the settings, data are
imported from the database in Spark every N seconds, which
is described as time slot in Figure 6. The time when Spark
extracts data is marked in red. However, the original database
does not store data sorted by household. The data of various
households are mixed, as shown in the top-center part of the
figure. Independent data with unique IDs by household are
indispensable for the time-series analysis of each household.

Pre-processing was performed, wherein the ID was set by
the combination of Resource ID and WM_ID among the
fields input from the sensor data. Checks were first conducted
on whether or not to perform a test for cases where the

FIGURE 5. Overall system flow for training and testing with the sensor data.
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FIGURE 6. Pre-processing of training and testing sets. All data from the 1st to (j-1)th time slot are used as training data, whereas data in j
th time slot are used as testing data.

preprocessed data repositioned in each household moved out
of the predicted minimum to maximum range. In Figure 6,
each V j

ik is a part where a decision was made about data
processing. If the preprocessed IDs had been stacked in the
learned data, the preprocessed data were used for the test.
However, if no data had been stacked, that is, if nowater usage
data had been stored for the ID, or if this model was started
first, data for learning were stored separately for that ID.

In the case of error processing of duplicate processed data
in the database, checks were also made on whether data for
learning had been stacked. The analysis of trend with respect
to day of the week for each household can be performed
only if at least 42 rows of data have accumulated in the
database. For trend analysis, cumulative data for at least two
weeks are necessary, and because data are accumulated three
times per day, 7 (days in a week) * 2 (number of weeks)
* 3 (data per day) = 42 rows of data were set. In Figure 6,
the area marked by a light green box is excluded from the
criteria for accuracy because test data have not been col-
lected sufficiently if the number of continuous accumulated
rows of data is less than 42, although these are accumu-
lated as learning data. The recent data preprocessed using
Resource_ID+WM_ID for each household from the sensors
were tested by the created model only if learned data already

existed in the household. If there were no accumulated data,
the sensor of the household was considered as having been
newly installed. When the aforementioned 42 data had been
accumulated, the data trends with respect to day of the week,
month, and hour were modeled using the accumulated data.

For the preprocessed data for learning, whether the
observed data went out of the minimum-to-maximum range
predicted by the model using the observed data was deter-
mined through the process of ‘‘Test with time-series training
model.’’ If the observed data went out of the minimum-
to-maximum range of the model’s prediction, in the
‘‘Test with time-series training model.’’ shown in Figure 5,
a warning message was displayed, urging for the sensor
error and other items to be checked because the predicted
water usage exceeded the normal range. On the other hand,
if water leak was doubted or if water used was less than
normal, ‘‘Draw Figures; Print out error or normal’’ as shown
in Figure 5, was performed.

After the test had terminated, whether the data have already
been learned or not was determined, or the water usage values
that had been used as learning data were accumulated for each
ID in the database. The displayed data were sent in the format
shown in Figure 7. The data are separated by tabs, where the
first column denotes the ID of each household, the second
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FIGURE 7. Example format of trained data sets. Columns represent the household number, date, measured sensor data, estimated minimum value,
maximum value, and error status, respectively. The error status in the last column refers to out-of-range values, whereas a blank value indicates a
normal condition.

TABLE 4. Accuracy measurements for the three different methods.

column is the testing time, the third column is the actual value
stored through the sensor, and the fourth and fifth columns
signify the predicted minimum-to-maximum range. Lastly,
the message ERROR was printed in the last column when
the data went out of the minimum-to-maximum range. If the
value in this column is ERROR, the system can display a
warning message. If the error appears repeatedly for a certain
period, water leak or sensor error checks can be performed
through due diligence, in real time.

B. SYSTEM CONFIGURATION
The experiment was performed in a docker environment
where Ubuntu, Spark, and Python were installed. As shown
in Figure 5, the data obtained from the sensors vary by the
number of measured sensors and by the timewhen the sensors
were installed in the household. The measured test data per
household are composed of 776 rows on average, which rep-
resent around 9 months of accumulated data. The measured
data are stored in a temporary database, are received three
times per day at different times, and are not yet sorted by
household during storage. Whether there were data input
through the sensors was continuously checked in real time
by the docker-based Spark system. If new sensor data were
stored into the database, the unsorted data were pre-processed
to distinguish them by household, and the test module was
run. After the optimization model was created based on
the learning data that had been stacked for each household,
the recently input data were tested. If the data exceeded or fell
short of the predicted minimum-to-maximum range based on
themodel, there was likely a tentative error. If more than a few
errors had accumulated, the warning system was activated,
and physical inspection for water leak or sensor error could
be performed for the corresponding machine.

For accuracy calculation, it was considered that the data
input from sensors were stored into the database three times
per day. The accuracy was calculated via testing at each time
Spark took data from the database, according to the sequence
shown in Figure 6. The total number of tested IDs was 869.
After insignificant data were filtered out, because no sensor
data were received, as shown in Figure 1, 289 IDs remained
to be used for significant tests. The average number of tested

Algorithm 1 Testing and Making a Training With the Sensor
Data
Input: Hourly Sensor data for each household
Output: Check the sensor data is over or under the estimated

value
Initialization:
V j
ik is i th household testing data.
TRi is i th household trained data.
j is time slot for testing.
i is separated household number.
k is measured number for each household.

1: for j = 1 to n do
2: for i = 1 to m do
3: for k = 1 to l do
4:

̂Y jik_max <- Calculate ith, jth and kth maximum
range of water usage estimation

5: Ŷ jik_min <- Calculate ith, jth and kth minimum
range of water usage estimation

6: // check the number of training set is
enough or not.

7: if num of (TRi) > 21) then

8: if V j
ik > ( ̂Y jik_max) or V

j
ik < (Ŷ jik_min) then

9: Send the alert message to system.
10: Save the alert figure.
11: else
12: Normal condition.
13: end if
14: end if
15: Save TRi < −V

j
ik

16: end for
17: end for
18: end for

data rows per ID was 670 in total. Because these data were
recorded three times per day, the test used data for 670/3 =
225 days (approximately 7 months). The average error rate
and accuracy were calculated using Equations (4) to (12), and
the results are outlined in Table 4.
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To test the three models, five values were compared,
as shown in Table 4. In the results shown in Figure 7,
an ‘‘ERROR’’ message is displayed in the last tabbed sep-
arated column if the predicted value exceeds or falls short of
the accurate value by a certain range. Therefore, the mean
square error (MSE) was calculated in two ways. For per-
formance evaluation, two equations, transformed from the
general MSE Equation (4), have been suggested. For each
household, if the measured water usage data value is out of
range, i.e., not between the estimated minimum and maxi-
mum, the developed system sends an alert alarm. Otherwise,
the system considers households where the estimated values
are within the normal range as being in the normal status.
Therefore, the equation was changed to Equations (5) and (6).
Equation (5) represents the difference between the actual
predicted value and the minimum/maximum predicted values
at current time t, whereas Equation (6) signifies the minimum
difference between the actual predicted value and the mini-
mum or maximum predicted value. Thus, M is the number
of tested households, among the total number of households,
for which a valid amount of water sensor data has been
accumulated. The value ofM is 289. N is the number of input
sensor data rows for each household, which were recorded
three times per day. Because the numbers of stacked sensor
data rows are different by household, N ranges widely from
42 to 809. Yj_t_min and Yj_t_max represent the minimum and
maximum values, respectively, Yj_t predicted at time t in the
jth household, whereas Yj_t denotes the actual consumption
value recorded by the water meter as of time t in the j th
household.

MSE =
1
N

N∑
t=1

(Ŷt − Yt )2 (4)

boundMSE =
1
M

M∑
j=1

(
1
N

N∑
t=1

(Ŷj_t_min − Yj_t )2

+
1
N

N∑
t=1

(Ŷj_t_max − Yj_t )2) (5)

boundMSE =
1
M

M∑
j=1

(
1
N

N∑
t=1

(min(Ŷj_t_min − Yj_t )2,

(Ŷj_t_max − Yj_t )2)) (6)

Equation (7) expresses the mean absolute error (MAE),
which, similar to MSE, is used often for evaluation, and the
equation was additionally modified to Equations (8) and (9).
boundMAE is the average value of the sum of the predicted
values for each of the households and the absolute value of
the difference between the minimum and maximum. In other
words, the average for all households based on the average
value for each household is boundMAE. Similarly, minMAE
is the average value for all households based on the actual
recorded values at time t and the average between the pre-
dicted minimum and maximum for each household. If the
minimum-to-maximum range widens, a warning message is

sent based on relaxed criteria, but the boundMSE, minMSE,
boundMAE, and minMAE values will increase. Therefore,
appropriate criteria are required.

MAE =
1
N

N∑
i=1

|Ŷi − Yi| (7)

boundMAE =
1
M

M∑
j=1

(
1
N

N∑
t=1

|Ŷj_t_min − Yj_t |

+
1
N

N∑
t=1

|Ŷj_t_max − Yj_t |) (8)

boundMAE =
1
M

M∑
j=1

(
1
N

N∑
t=1

(min(|Ŷj_t_min − Yj_t |,

(|Ŷj_t_max − Yj_t |)) (9)

Err_cnt t_j =


1 if Ŷj_t_max < Yj_t

or Ŷj_t_min > Yj_t
0 if Ŷj_t_min < Yj_t < Ŷj_t_max

(10)

Total_err_cnt j =
N∑
t=1

Err_cnt t_j (11)

Accj = 1−
Total_err_cnt j

N
(12)

Avg_acc_rate =
M∑
j=1

Accj (13)

The following equations are used to calculate the mean
error. An error is defined as when the data Yj_t measured
at time t from an actual sensor in the jth household moves
out of the range of the minimum predicted value Yj_t_min and
the maximum predicted value Yj_t_max . The error at time t
in the jth household is defined by Equation 11, and all the
error values of the j th household are accumulated using
Equation 12. Equation 13 expresses the prediction accuracy
of the jth household, which is 1 minus the error ratio for the
total numberN of tested data. Therefore, the average accurate
rate can be calculated using Equation 10 to Equation 13.
Table 4 shows the actual calculated values.

Figure 8 illustrates the actual usage data and the predicted
data for the household ID ‘‘140C5BFFFF130058+14001361’’
for the limited period of 2019-05-19 to 2019-06-06. As shown
in Figure 8(a), the water usage data were predicted using
the ARIMA model. MAE and MSE are relatively high, and
the average accuracy rate is also high. However, as shown
in Figure 8(b), a yearly trend applied to the additive regression
model exhibits a low average accuracy rate. In Figure 8(c),
the minimum and maximum values are predicted to have a
wider range than in Figure 8(b). Thus, the figure depicts a
high average accuracy rate, and higher MAE and MSE than
when yearly trend was applied.

VOLUME 8, 2020 10349



M. Ji et al.: Central Prediction System for Time Series Comparison and Analysis of Water Usage Data

FIGURE 8. Predictive range for each method.

IV. CONCLUSIONS
A model and a system for analyzing the water usage pattern
of each household, based on actual water usage data, were
proposed, and a system that can predict water leak risk was
developed. The system was designed to enable real-time data
analysis. Users can see the data-based analysis results for
water leak risk through a Web-based analysis system, and
current data can be provided through continuous data updates.
The proposed system provides an opportunity to monitor in
real time the water leaks and errors of the sensor systems,
which otherwise increase non-revenue water in both rural and
urban areas.

Furthermore, in this study, an additive regression model
was used after it was first demonstrated that the data for each
household do not follow linear regression. Because the water
usage pattern can vary by household, we first determined
whether a household followed the regression analysis model
and examined the application of different models, depend-
ing on the result. In addition, we were able to analyze the
accuracy of real errors in the warning system using real
data, by adding monthly analysis elements, and verified an
improved model using data accumulated for many years. The
results of this analysis will enable real-time monitoring of
leaks and sensor machine errors.

At present, all the accumulated data are used for learn-
ing. As the years pass, the learning time is expected to
increase because of the increase in learning data. Therefore,
in future studies, it will be necessary to train all cumula-
tive periods for all purposes or to find an optimized learn-
ing period. Moreover, the water usages for each house-
hold according to time, e.g., daily, monthly, and season-
ally patterns, need to be considered separately. We will
focus on grouping or clustering related information on each
household for an efficient water supply system as a future
work.
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