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ABSTRACT Nowadays, the intelligent fault diagnosis based on deep learning have achieved remarkable
results in the fields of the industrial equipment health monitoring and management. To implement the
adaptive feature extraction and fault isolation for key components of rotating machinery (rolling bearings,
etc.), two new algorithms, Adaptive Sparse Contrative Auto-encoder (ASCAE) algorithm and Optimized
Unsupervised Extreme Learning Machine (OUSELM) classifier by Cuckoo Search Algorithm (CSA), can
be firstly designed in this paper, respectively. Furthermore, a new rolling bearing fault diagnosis framework
based on ASCAE combined with OUSELM is first of all proposed in this paper. Accordingly, this designed
fault diagnosis framework can be divided into three main steps: i). Firstly, the vibration signals of rolling
bearings can be collected and processed on the key components of rotating machinery, and then the collected
vibration signals can be accordingly converted into frequency signals; ii). Secondly, the transformed spectral
signals can be entered into the constructed ASCAE for feature learning to exploit the multi-layer sensitive
features from the hidden raw data; iii). Thirdly, the extracted multi-layer sensitive features can be flowed into
the trained OUSELM classifier for unsupervised fault state separation and diagnosis. More specifically, our
designed fault diagnosis framework (ASCAE-OUSELM) can employ the homotopy regularization theory,
sparse theory, intelligent optimization algorithm and other tools to optimize the parameters and improve the
performance of the original Contrative Auto-encoder (CAE) algorithm and Unsupervised Extreme Learning
Machine (USLEM) algorithm, respectively. At the same time, the proposed fault diagnosis framework can
achieve effective sparse and sensitive feature information extraction in the feature extraction stage (ASCAE)
to avoid over-fitting. In fault isolation stage, the issue of the supervised and low training efficiency caused by
traditional deep learning model can be perfectly addressed by OUSELM. Eventually, the experimental data
of rolling bearings validated the effectiveness of the proposed fault diagnosis framework and two deigned
algorithms.

INDEX TERMS Rolling bearings, fault diagnosis framework, homotopy regularization, Adaptive Sparse
Contrative Auto-encoder (ASCAE), Optimized Unsupervised extreme learning machine (OUSELM),
Cuckoo Search Algorithm (CSA).

I. INTRODUCTION
At present, rotating machinery has been playing an indis-
pensable and irreplaceable role in the fields of industrial
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production and intelligent manufacturing [1]-[3]. At the same
time, the health maintenance and management of mechanical
system has attracted more and more attention of the enter-
prises and research staff [4], [S]. That is to say, an effective
and appropriate mechanical equipment condition monitoring
and fault diagnosis framework can not only ensure the safe
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operation of rotating machinery, but also can reduce unneces-
sary faults, increase the service life of mechanical equipment,
and improve the economic benefits of the entire industrial
system [6], [7].

To implement the effective fault diagnosis of the core
components of mechanical equipment such as rolling bear-
ings, the fault diagnosis framework based on vibration signal
analysis has gradually matured and is widely applied in many
industrial system [8]-[10]. As we well-known that mechan-
ical equipment occurs failure, the energy distribution of the
vibration signals will be changed accordingly. These changes
will be reflected in the vibration signals collected by the
different sensors and measurements [10]-[12]. Nowadays,
the conventional fault diagnosis methods based on vibration
signal analysis are mainly employed to process and analyze
the collected signals and extract the effective fault charac-
teristic frequency from the original vibration signals, and it
also can provide the research basis for the follow-up fault
diagnosis and maintenance decision [12]-[15], [18]. More
specifically, [16] analyzed the vibration signals from the
actual multi-fault wind turbine gearbox with catastrophic fail-
ure, and then a multi-scale envelope spectrum map (MuSEnS)
of complex wavelet transform was designed for simultaneous
decomposition and solution. Liu et al. [17] designed a new
fault diagnosis method combining Least Squares Support
Vector Machine (LS-SVM) with empirical mode decomposi-
tion (EMD) to improve the performance of the conventional
EMD.

However, most of the above-mentioned fault diagnosis
methods based on signal analysis are difficult to quantify the
fault diagnosis results, and the vibration signals collected by
the sensing and measuring devices are mostly unmarked and
unknown. Therefore, fault diagnosis based on vibration signal
analysis is limited in the process of effectively identifying
and analyzing fault diagnosis results. At present, data-driven
intelligent diagnosis methods have emerged in the field of
fault diagnosis [19], [20]. That is to say, the data-driven
intelligent fault diagnosis method is mostly based on the
machine learning, i.e. the “feature extraction + intelligent
classifier”” based-intelligent fault diagnosis mode [20], [21].
This diagnosis mode can effectively avoid the defects that the
vibration signal based-fault diagnosis is inaccurate and rely-
ing on a large amount of expert knowledge, which can imple-
ment the intelligence and automation degree of the traditional
fault diagnosis model. At present, the related fault diagnosis
mode based on ‘“‘feature extraction + intelligent classifier”
is widely applied in the field of fault diagnosis [19], [22].
The main task of fault diagnosis is to extract more fault
characteristic information from the measured signals to make
its diagnosis more accurate and reliable. To obtain more
inherent global and local fault information from mechanical
running data, Zhao et al. [19] firstly designed a new fault
diagnosis method of rolling bearings based on feature reduc-
tion, namely, a new manifold learning using Global Local
Fisher analysis (GLMFA). Su et al. [22] proposed a fault
diagnosis method based on incremental enhanced supervised
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local linear embedding (I-ESLLE) and adaptive nearest
neighbor classifier (ANNC). However, the above-mentioned
data-driven intelligent fault diagnosis methods still have the
following two shortcomings: i) the above feature extraction
relies on expert knowledge and artificial experience, it is
impossible to mine the effective fault features from the orig-
inal vibration signals; ii) the above-mentioned data-driven
intelligent fault diagnosis methods are mostly shallow
learning.

As a newcomer in the field of intelligent fault diagno-
sis, deep learning has received great attention in recent
years [2], [21], [24], [27]. The purpose of deep learning is to
autonomously mine valuable information hidden in massive
measurement and monitoring data through multiple layers of
repeated nested feature transformation and feature learning,
and it is used to establish the accurate mapping relationship
between the device and its operating state through data and
models. That is to say, deep learning is the whole process
of the unified feature learning and classification, which can
realize the transformation of the traditional fault diagnosis
mode of “original signal + deep learning™ [2], [25], [26].
Therefore, the application of deep learning in intelligent fault
diagnosis has an important positive significance for ensuring
the safe operation of industrial equipment.

Since Tamilselvan and Wang [25] firstly applied the
Deep Belief Network (DBN) into the health assessment
of aircraft engines in 2013, this direction of intelligent
fault diagnosis based on deep learning has attracted more
and more attention. In [26], a new multiscale convolu-
tional neural network (MSCNN) was designed to perform
multi-scale feature extraction and classification simultane-
ously. In recent years, many scholars at home and abroad
have developed the modified models such as Sparse Autoen-
coder (SAE) [28], Denoising Autoencoder (DAE) [29], and
Contrative AE (CAE) [30] on the basis of standard AE.
In [31], a multi-step progressive fault diagnosis method based
on energy entropy (EE) theory and hybrid integrated auto-
matic encoder (HEAE) was firstly proposed. At the same
time, Contrative Auto-encoder (CAE) [30], [32]-[33] is an
extension of the basic AE, which can add a more power-
ful feature representation by adding shrink penalty terms.
In other words, CAE explicitly encourages the robustness
of feature expression from the raw data by introducing the
F-norm of Jacobian matrix as a constraint in AE. In summary,
CAE algorithm primarily suppresses the perturbation of the
input data in all directions. It can be analyzed that CAE
has stronger data compression capability than traditional AE
variant model, and its stability can be more stable. In [30],
a stack-based CAE was applied to automatic robust feature
extraction and fault diagnosis method for rotating machinery.
However, the current CAE based-fault diagnosis is mainly
composed of some simple and identical basic models. The
above-mentioned fault diagnosis methods based on CAE still
have some defects: i).the sparse performance of the general
CAE model should be improved, and the sparsity of the data
can be conducive to remove the redundancy of the raw data
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and improve its generalization performance; ii).it is difficult
to adaptively determine parameters such as the penalty coef-
ficient of deep learning model. iii). usually, the supervised
Soft-max can be employed in classification stage of CAE,
but the classification category label of the measuring sam-
ples is scarce in the actual fault diagnosis, which makes the
diagnosis more difficult in the absence of the sample category
labels.

To solve the above-mentioned three problems, we can
analyze and discuss from the following three aspects: Firstly,
too few training samples will lead to over-fitting prob-
lems [34], [35]. More importantly, the sparse deep learn-
ing model can effectively solve the above problem by
reducing the dimensional dimension of the variable. Sparse
group [34], [35] has good interpretability, facilitating data
visualization, reducing computation and transferring stor-
age. Therefore, the designed sparse CAE (SCAE) algorithm
with sparse group can learn the sparse representation of the
input signals. Secondly, the sparse coefficient and contra-
tive coefficient have an influence on the optimization result
of the designed model simultaneously. And the number of
parameters can be reduced by homotopy regularization tech-
nique [36]. Thirdly, one of the problems faced by data-driven
intelligent fault diagnosis is how to achieve unsupervised
diagnosis of fault diagnosis in the case of scarce sample label
information. And the traditional classification stage is mostly
based on supervised Soft-max, it is not conducive to the actual
industrial intelligent fault diagnosis. Fortunately, unsuper-
vised learning provides an effective solution for intelligent
clustering and partitioning of deep learning [8].

Recently, Huang er al. [37], [38] first designed an extreme
learning machine (ELM) for training single hidden layer
feedforward neural network (SLFN). Compared to most
existing methods, ELM only updates the output weight
between the hidden layer and the output layer, and the
parameters (i.e., the input weight and bias of the hidden
layer) are randomly generated. ELM has been widely used
in face recognition, motion recognition, EEG signal pro-
cessing, image processing, and fault diagnosis [37], [38],
owing to its effectiveness and rapid learning process com-
pared with gradient-based optimization. In many real-world
applications, the labeled data is often expensive. On the basis
of the multivariate regularization, Huang et al. [39] proposed
two ELM variants, semi-supervised ELM and unsupervised
ELM (USELM). Compared with the existing algorithms,
USELM can provide effective support and expansion for
unsupervised learning of deep learning. According to [39],
the relevant parameters affecting the dimension reduction
effect of USELM algorithm are divided into two parts,
one is related to the Laplacian matrix’s penalty coefficient
(lam), and another is related to the selection of the neigh-
boring number (NN) in the USELM embedding process. To
implement USELM’s parameter adaptive optimization is very
meaningful for unsupervised intelligent diagnosis. In 2013,
Yang et al. [40] proposed a new type of bionic intelligent
search algorithm with global convergence (Cuckoo search
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algorithm, CSA). Compared with traditional evolutionary
optimization algorithms, such as genetic algorithm (GA),
particle swarm optimization (PSO), etc., CSA can combine
cuckoo nest parasitism and Levy flight mode with fewer con-
trol variables and simpler implementation process and excel-
lent parameter optimization performance. Many researchers
had employed CSA algorithms to solve complex parameter
optimization problems in different fields. Yan et al. [11]
firstly designed CSA-VMD (Variational mode decompo-
sition) and optimal scale morphological slice bispectrum
to enhancing outer race fault detection of rolling element
bearings.

In summary, a new fault diagnosis framework of
rolling bearing based on Adaptive Sparse Contrative
Auto-encoder (ASCAE) combined with optimized unsuper-
vised extreme learning machine (USELM) by CSA is firstly
designed in this study. The proposed framework first of all
inputs the extracted vibration signal into the constructed
ASCAE model for feature extraction, and the extracted
sensitive features can be entered into CSA-optimized
USELM (OUSELM) unsupervised classifier for fault iso-
lation. The core of this new fault diagnosis framework can
be displayed as below: i) In the feature extraction stage,
the traditional CAE model is optimized by sparse learn-
ing theory and homotopy regularization. A more powerful
adaptive multi-layer feature extractor (so-called ASCAEs)
is firstly designed in this paper; ii) In the fault separation
stage, the parameters of USELM classifier are optimized by
CSA intelligent optimization algorithm, so that the designed
OUSELM algorithm can realize adaptive unsupervised fault
separation and intelligent recognition.

Furthermore, the rest of this paper can be organized as
follows: in the second section, the existing theories of CAE,
CSA and USELM are briefly reviewed, respectively; after-
wards, the new feature extractor (ASCAE) algorithm and
fault classifier (OUSELM) are designed, and an intelligent
rolling bearing fault diagnosis framework based on two
designed algorithms can be presented in the third section.
And the experimental results and analysis are described in the
fourth section. Finally, some research conclusions are given
in the fifth section.

Il. BACKGROUND THEORIES

In this section, the basic theory and implementation process
of the related CAE, CSA, USELM and other algorithms in
this paper are mainly introduced in this section, respectively.
It is able to make sufficient preparations for the algorithm
design and fault diagnosis framework proposed.

A. THE BASIC PRINCIPLE OF CONTRATIVE
AUTO-ENCODER (CAE) ALGORITHM

Contrative Auto-encoder (CAE) is a variant of Auto-
encoder (AE). A constraint can be added into the loss
function of the original Auto-encoder model. In general,
the objective function of AE with weight decay can be
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generally described as

1 N
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ij=1
Compared with traditional AE, a Jacobian matrix is added
in the objective function of CAE to extract the compression

characteristics of the data. Therefore, CAE-based objective
function can be defined as
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the ||J;(x) ||12[, value is the Jacobian matrix of the hidden layer
output value. The A value of the weight loss function between
the weight loss function and the constraint term is deter-
mined experimentally. It is the square of the F-norm of the
Jacobian matrix HJf (x) H i, that is, the square of each element
in the Jacobian matrix is summed. Accordingly, the specific
Jacobian matrix can be defined as follows.

2 dhi(x)\?
ey =3 (% o
— Xi
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the sum of the squares of the F norm for Jacobian matrix can
be rewritten as a more specific mathematical expression.
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where h; is the output of the hidden layer, and Wj; is the
connection weight of the input layer and the hidden layer.
The Jacobian matrix contains the information of the data in all
directions, which makes the extracted features invariant to the
disturbance of the inputting data to a certain extent. However,
the traditional CAE cannot extract the sparsity characteristics
of data, and its computational complexity is high.

B. THE BASIC PRINCIPLE OF CUCKOO SEARCH
ALGORITHM (CSA)

Yang et al. [40] first proposed a Cuckoo search algo-
rithm (CSA) with a global convergence in 2013. Compared
with traditional evolutionary optimization algorithms, CSA
can combine cuckoo nest parasitism and Levy flight mode
with fewer control variables and simpler implementation
process. And it is show excellent parameter optimization
performance. In nature, cuckoos increase reproduction rates
in the form of parasitic brooding chicks and look for nests in a
random manner. Based on this behavior, the CSA is proposed
to find the optimal solution by simulating the behavior of
the cuckoo to find the parasitic bird eggs in the nest and
combining the Levy flight characteristics of the birds. In this
algorithm, the bird’s egg in the nest is regarded as a solution,
and the cuckoo’s egg is regarded as a new solution. The
goal is to make the cuckoo’s egg be replaced by the host’s
egg, that is, the cuckoo is good. To summarize the cuckoo
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search algorithm, three idealized conditions can be firstly set
as below:1) Each cuckoo produces only one egg at a time,
and chooses the nest to place the eggs in a random manner;
2) The best bird nest (solution) should be retained to the next
generation; 3) The number of available nests is a fixed value.
The probability that the owner of the nest can find the foreign
bird is pa, where pa € [0, 1]. In this case, the owner of the
nest can choose to abandon the bird’s egg, or directly abandon
the bird’s nest and build a brand-new nest in a new location.
It can be approximated that the pa value of n nests is replaced,
and accordingly a new random solution is found at the new
position.

The algorithm can enhance global search capabilities
through Levy flight:

1) LEVY FLIGHT

Levy flight is a random walk pattern with a step-and-length
distribution that increases the diversity of the population and
avoids falling into local optimum. Generating a random num-
ber with Levy flight should consist of two steps: i). the selec-
tion of the random direction and the generation of the step size
should be obeyed the Levy distribution. ii). The generation
of directions obeys uniform distribution. The most effective
and direct method for generating step size is to implement
symmetric Levy distribution with Mantegna algorithm. In the
Mantegna algorithm, the step size s can be calculated using
two variables U and V obeying the Gaussian distribution,
namely:

U
s=—7,U~N(,6%,V ~N(O,1) (5)
V|7

where the calculation of variance can be expressed as follows:

'+ sin(;m/z)}l/A ©

0'2 = [ ]
AD((1+2)/2)  26-D/2

2) CUCKOO SEARCH

The cuckoo search algorithm is a balanced combination of
local random walks controlled by the switch parameter pa
and globally explored random walks. Accordingly, the local
random walks can be expressed as

xl;+l =x +as@H(Py— &) ® (xJ’ — x,ﬁ) @)

where O—point multiplication; H (*)—unit step func-
tion; e—uniformly distributed random number; o—step
size scaling factor; pa—switching parameter; s—step size;
xjtxli—random two different solutions. And global explo-
ration of random walks using Levy flight is displayed as
below.

X = x4 aL(s, 0 (®)
AT (X)) sin(r A /2) 1 ©)

L(s. 1) = 5

where: a—step size scaling factor; s—step size; ['(A) — is
a constant for a given A. Through local random walks and
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global exploration random walks, it is possible to effectively
avoid falling into local optimum.

Step 1: The initial population of the optimization algorithm
consists of nests of n random positions. Find the current
global optimal gtO position by calculating the objective func-
tion value of each nest.

Step 2: Generate a new solution x! + 1 by

Ot =xltaxL(), i=1,23,...n (10)

Step 3: Select the random number r from the uniform dis-
tribution [0, 1], compare r with the host discovery probability
pa, and update x| 41 to obtain a new global optimal solution
gt (c, g);

Step 4. If stop requirement is met, then gr* (c, g) is the best
global solution found so far. Otherwise, return to Step 2.

In summary, the cuckoo search algorithm has the charac-
teristics of elitism similar to the genetic algorithm, that is,
the optimal solution is retained to the next generation to
prevent it from being evicted and the population. In addi-
tion, CSA has few parameters, and it is simple and easy to
performed. It does not need to re-match a large number of
parameters when dealing with complex optimization prob-
lems. Compared with other optimization methods,mCSA is
more effective than other heuristic algorithms. At present,
the cuckoo algorithm is rarely used in the field of fault
diagnosis.

C. THE BASIC PRINCIPLE OF UNSUPERVISED EXTREME
LEARNING MACHINE (USELM) ALGORITHM

From the perspective of neural network, USELM can be
regarded as an unsupervised learning method of single hidden
layer neural network. On the basis of ELM, the Laplacian
eigenmaps (LE) method is combined to change the calcula-
tion method of output weight so that it is no longer related
to data samples. Label correlation is related to the adjacency
relationship of the data samples, thereby unsupervised learn-
ing of the input data can be achieved by using USELM. In the
setting of USELM, the training data X = {x;}V, i = 1 is
unmarked (N is the number of training modes). Our goal
is to find the infrastructure of the raw data. If there is no
data labeled structure, its objective function can be defined
as below.

min |81 + lamTr(BT HT LH B) (11)

,BER"hx"O

here X is the adjustment parameter of the penalty item, which
B is the output weight of the hidden layer and the output layer.
H = [na)", nGx)", -+ ny)T] € RV, p(xy), the out-
put vector n(xy) represents the hidden layer relative to x.
And L e RUHWxUH1 s a Laplacian constructed with both
labeled and unlabeled data. Denoted that the above 8 =0
always reaches the minimum value. Accordingly, the addi-
tional constraints must be introduced to avoid degenerate
solutions. Specifically, the manifold regularization term is
added into the objective function of USELM. The Equation of
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FIGURE 1. Schematic diagram of USELM.

the unsupervised ELM can be described as follows:

min  ||B|1> + lamTr(BT HT LH B)

ﬂeRnhan
st (HB)THB = Lo (12)

the solution of the above Equations can be obtained by
solving the above solution with constraints. The column of
the matrix B is the eigenvector corresponding to the first
minimum eigenvalue problem

(L + lamHT LH)Yv = yHT Hy (13)

where y1,¥2,...,Yn0+1 is No + 1 minimum eigenval-
ues, Vi, V2, ..., Vy,+1 1s its corresponding feature vector,
the equation (12) can rewritten as

min Tr(BTAB) (14)
,BGR”hX”O,,BBﬁ: 0
where A = I, + AHTLH and B = HT H, the output weights
are displayed as

*

.B - [{}15173""7‘7}104-1] (15)

where v = v;/ ||Hvi||,i = 2,...,n9 + 1, it is a normalized
feature quantity.

If the number of marked data is less than the number of
hidden layer neurons, then Eq. (13) cannot be determined.
In this case, Eq. (13) can be replaced with

(I, + lamHLH yu = yHH  u (16)

therefore, we can assume that u is the minimum feature of the
corresponding generalized eigenvector, then the final solution
can be described as below.

*
B =H"[i, i3, ..., ¢nyt1] (17)

where u; = ui/ ||HHTu,-
feature vector.

It can be known from the above equations that the relevant
parameters affecting the dimensionality reduction effect of
the USELM algorithm are divided into two parts, one is
related to the Laplacian matrix’s penalty coefficient (lam),

,i=2,...,n9+ 1isanormalized
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and the other is related to the selection of the neighboring
number (NN) in the USELM embedded process. If the num-
ber is too small, the local characteristic range retained by the
matrix L is too small, and the data points have similar charac-
teristics. On the contrary, if the number is too large, the local
characteristic range of the reservation is too large, and the
data points that are far apart are close in the low-dimensional
space.

IIl. DESIGNED ALGORITHMS AND FAULT DIAGNOSIS
FRAMEWORK FOR ROLLING BEARINGS

In recent years, the structural design of deep learning model
and its application to fault diagnosis have been widely rec-
ognized by more and more scholars. CAE is one of the
extensions of the classical AE. The essence is that the intro-
duction of the Jacobian matrix is equivalent to doing a similar
dimensioning operation for the inputting data, and then the
high value in the original input space can be obtained after
feature encoder. The Jacobian matrix contains the informa-
tion of the data in all directions, which makes the extracted
features invariant to the disturbance of the inputting data to a
certain extent. However, the traditional CAE model still has
the following shortcomings:

o The generalization performance of the designed model
should be enhanced, and the sparseness of data is bene-
ficial to remove the redundancy of data.

« Parameters of designed mode such as sparse coefficient
and contrative coefficient of the designed deep learning
algorithm are difficult to determined adaptively, result-
ing in poor stability and automation.

o The general CAE model is supervised at the classifica-
tion stage, but the sample label of the data in the actual
fault diagnosis process is scarce. Therefore, it is difficult
to diagnose the faults in the case of less sample category
labels.

To solve the above-mentioned three types of problem:
firstly, the sparse group combining L1 norm and L2 norm
can be added into CAE model for improving the sparse fea-
ture performance of the model, and homotopy regularization
technique can be applied to improve the parameter adaptive
capability. Finally, the optimized USELM classifier by CSA
is designed to the classification layer for fault isolation and
diagnosis.

A. DESIGNED ADAPTIVE SPARSE CONTRATIVE
AUTO-ENCODER (ASCAE) ALGORITHM

FOR FEATURE EXTRACTION

This paper we proposes a new feature extraction(ASCAE)
algorithm with the optimized USELM, theories of sparse
learning, homotopy regularization, unsupervised learning,
and intelligent optimization of CSA are efficiently utilized
to enhanced feature extraction and unsupervised classifier
fault diagnosis performance, respectively. The two designed
algorithms (ASCAE and OUSELM) and the rolling bearing
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fault diagnosis framework using ASCAE with OUSELM are
described in detail as follows:

1) DESIGNED SPARSE GROUP FOR

THE NEW OBJECTIVE FUNCTION

Inspired by sparse learning such as compressed sensing,
the sparse constraint based on L1 norm has received unprece-
dented attention [34], [35]. As a basic regularization con-
dition, it has rapidly become a frontier research topic. The
solution of the sparse regularization method based on the
L1 norm is usually sparse, and the solution of the L2 norm
regularization method by controlling the energy of the vari-
able to be sought is often non-sparse. The emergence of
sparse theory provides an effective solution for the extraction
of dilution features, which can improve the generalization
performance of the model. In practical applications, we find
that the traditional CAE algorithm is not robust to signal
noise, and the complexity of fault feature extraction is high.
Most fortunately, in the modeling of high-dimensional prob-
lems, there is often a strong statistical correlation between
features. It is not feasible to directly learn the statistical cor-
relation between all hidden units. Therefore, the sparse group
method to CAE and proposed Sparse CAE (SCAE). That s to
say, if the advantages of the L1 and L2 norm are combined,
the sparse characteristics of the data and the generalization
performance of the deep neural network can be sufficiently
adjusted. To comprehensively utilize the above two types
of regularization techniques, a combination of sparse group
norms (L1/L2) that combines the L1 and L2 norms to improve
the generalization ability of the general CAE algorithm can
be designed.

By constraining the weight matrix w, a sufficiently smooth
projection is obtained in the low dimensional space to main-
tain the structural information of the data original space.
Commonly used sparse group methods include the L1 norm,
the L2 norm, and the norm combination. That is to say,
the L1 norm is expressed as the sum of the absolute values of
each element of the w vector, and it can be written as follows.

n
ho=lwl =) Iwl (18)
i=1

The solution of the L1 norm is usually sparse and tends to
select a smaller number of feature vectors. The L2 norm is a
1/2 power of the sum of the squares of each element of the w
vector. Therefore, the L2 norm is also so-called the Euclidean
norm (Euclidean distance.

h=|Wl= (19)

The smaller the L2 norm, the smaller each element of w
can be close to 0, but unlike the L1 norm, it does not let it
equal 0 but is close to zero. According to [34], [35], [41], the
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L1 /L2 sparse group norm can be written as follows:

n

oy ™
1 i=
L/h = ==l (20)

”2 (i 2)%
=

To the best of our knowledge, the regularization term of the
above combination sparse group norm can make the learned
structural information sparser and more generalized. Owing
to it can make irrelevant weights zero, from the perspective
of Bayesian learning, the regularization term of the combined
sparse group norm has such a function that if the neural unit
of the neural network is related to the unit, it is prominent,
otherwise it is zero. Therefore, the combination sparse group
norm is punished with prior knowledge in this case, which can
make the model’s weight synthesis ability stronger. In other
words, this constraint makes the extracted feature classes
more compact and the class distance is more dispersed, which
makes the general performance of the extracted features
better.

In summary, the regularization term of the above combina-
tion sparse group norm can be embedded in objective function
of the original CAE. Therefore, the new objective function
with a combined sparse group norm is defined as:

N
wll;

1
Jascar =+ 3z —xill + 8 |45 + ﬁ::w—nz 1)
i=1

2) DESIGNED HOMOTOPY REGULARIZATION

FOR THE NEW OBJECTIVE FUNCTION

This section is based on the above-mentioned designed
Sparse Contrative Auto-encoder model. It is difficult to opti-
mize the adjustment parameters of two regularization terms
(Sparse coefficient 9 and Contrative coefficient §) in its
objective function. In view of the above-mentioned problems,
the idea of homotopy regularization in the inverse problem
of mathematical equations can be introduced into the model
to improve the range of the above two regularization param-
eters from the infinite interval (0, 4+00) to a finite interval
(0, 1) is used to establish a new Adaptive Sparse Contra-
tive Auto-encoder (ASCAE) algorithm for feature extraction.
Compared with the original model, the designed ASCAE
model with homotopy regularization parameters are easier
to be optimized. In the model of the design, the homotopy
regularization idea in mathematics is applied, but the range of
regularization parameters in the model is an infinite interval
(0, +00), which is difficult to optimize. The homotopy reg-
ularization method is a new regularization method in recent
years. It has been widely applied in the inverse problem of
mathematical equations and has achieved very ideal effects.
The regularization parameters of the model are easy to opti-
mize, and the parameter adaptive ability is stronger.

The so-called homotopy, in a broad sense, is to intro-
duce a regularization parameter A for any two functions F(x)
and G(x), and a completely new function: H(x) = (1 — 1)
F(x) +AG(x) can be obtained, where the parameter A has
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a value range of (0, 1). When A = 0, H(x) = Fx);
when A =1, Hx) = G(x). When A changes continuously
from O to 1, the function H(x) changes continuously from F(x)
to G(x), so the parameter )\ associates F(x) with G(x). In the
above-mentioned formulas, F(x) and G(x) are called homo-
tops. In mathematics, the homotopy methods are employed
to prove the existence and uniqueness of the solution of the
equation. The homotopy regularization idea is often applied
to solve the inverse problem of mathematical equations. The
advantage is that the regularization parameters are trans-
formed from the original infinite interval (0, +00) into a
finite interval (0, 1), so the experimental design becomes
very easy, the main thing is that the regularization parameters
are easy to optimize and improve the recognition rate of the
model. Based on the advantages of homotopy regularization
in the inverse problem of mathematical equations, this idea
can be introduced into the above-mentioned Sparse Contra-
tive Auto-encoder (SCAE) algorithm. More specifically, the
objective function of the improved Adaptive Sparse Contra-
tive Auto-encoder (ASCAE) can be defined as

wlly

wll2
(22)

1 N
Joar = Zl lzi — xill + & Q7 + (1 = 2)
=

The biggest change for this new algorithm is that the
range of homotopy regularization parameters A in it changes
from infinite to finite (0,1). In this way, in the process of
iteration, the optimization problem of two parameters will be
transformed into a parameter problem. Since the value range
of A is small and fixed between (0, 1), the objective function is
minimized, and the actual operation is performed. And each
iterative process, due to the narrowing of the parameter value
range, the actual operation is relatively easy.

Adaptive Sparse Contrative Auto-encoder (ASCAE) algo-
rithm can effectively extract the low-dimensional features
of the original data in an unsupervised mode, and it has
powerful feature expression capabilities. Similar to DBN and
DAE, the construction of the DASCAE model also consists
of two phases: an unsupervised layer-by-layer pre-training
phase and a supervised global fine-tuning phase.

In summary, ASCAE algorithm primarily suppresses the
perturbation of input data in all directions. In general, a deep
ASCAE is a deep neural network with composed of the
multi-layer ASCAEs. The previous hidden layer of CAE
is regarded as the input layer of the subsequent layer of
ASCAE. All parameters of the multi-layer ASCAE are
obtained by using the layer-by-layer greedy training method.
The weight matrix of the layer and the offset vector of the
multi-layer ASCAEs can be obtained. During the training
phase, the stacked multilayer ASCAEs can be treated as a
whole and fine-tuned by back-propagation. Through mul-
tiple forward propagation and backpropagation processes,
the parameters between neurons can be optimized. When the
error between the output result and the actual result meets the
requirement or reaches the maximum number of iterations,
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FIGURE 3. Structure of the intelligent optimization algorithm based on CSA-USELM.

this learning is stopped. Finally, the classification accuracy
of the model is tested by testing samples.

B. OPTIMIZED USELM (OUSELM) FOR FAULT ISOLATION
In this subsection, USELM is optimized through CSA algo-
rithm to train the nearest neighbor NN and Laplace penalty
coefficient lam in USELM, and the training set to predict
the error rate of USELM is employed as the fitness function
(the lower the error rate, the corresponding NN and lam),
to adaptively find an optimal NN and lam combination.

The specific steps for optimized USELM by CSA are
described as follows:

(1) Set the range of USELM parameters NN and lam;

(2) Set up the number of iterations of the CSA, the num-
ber of nests n, the probability of being discovered pa,
the number of the parameters to be optimized;
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3)

“)

(&)

For each nest, randomly initialize the values of NN and
lam as the parameters of USELM, and the predicted
error rate are regarded as the fitness value to find the
optimal nest (i.e. the current optimal NN and lam).

fitness
100

where fitness—the accuracy of the USELM classifica-
tion of parameters by NN and lam; fnew—the fitness at
this time (the purpose is to find the NN and lam under
the minimum fnew).

Update the nest using Levy flight, and regard the
updated values of NN and lam as parameters of
USELM, and repeat step (3) to obtain a new set of nests;
Randomly eliminate some of the nests with the proba-
bility of pa, and update the nest according to Eq. (8),
repeat step (3) to obtain a new set of nests, and obtain

fnew =1 — (23)
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FIGURE 4. Fault diagnosis framework of rolling bearings based on ASCAE-OUSELM.

the new fitness value and the fitness value obtained in
step (4). Compare and get the best nest;

Find the best nest from step (5). If the optimization
objective function value meets the end condition, then
output is the best nest and fitness value, otherwise
return to step (4) to continue optimization.

(6)

Because the CSA algorithm is a combination of local opti-
mal search and global optimal search, it is not easy to fall into
the local optimal situation, and the classification accuracy
will be higher than the traditional method.

C. THE PROCEDURE OF THE DESIGNED ROLLING
BEARING FAULT DIAGNOSIS FRAMEWORK

Fault diagnosis can be divided into three-step: signal acquisi-
tion, feature extraction and pattern recognition. Pattern recog-
nition is mainly divided into supervised classification and
unsupervised clustering. To implement the adaptive feature
extraction and fault isolation for key components of rolling
machinery (rolling bearings, etc.), based on the designed
new algorithms, Adaptive Sparse Contrative Auto-encoding
and Unsupervised extreme learning machine (USELM)
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optimization by Cuckoo Search Algorithm (CSA); further-
more, a new rolling bearing fault diagnosis framework
based on Adaptive Sparse Contrative Auto-encoding com-
bined with CSA optimized unsupervised extreme learning
machine (OUSELM) is proposed in this paper. Accordingly,
the designed fault diagnosis framework can be divided into
three main steps: i). Firstly, the vibration signals can be
collected and processed on the key parts of the rotating
machine (rolling bearings, etc.), and the collected vibra-
tion signal can be converted into the frequency signal; ii).
Secondly, the transformed spectral signal is entered into
the constructed ASCAE for feature learning to exploit the
multi-layer sensitive features from the hidden inside the data;
iii). Thirdly, the extracted multi-layer sensitive features are
input to the trained Optimized Unsupervised Extreme Learn-
ing Machine (OUSELM) classifier for unsupervised fault
state separation and diagnosis. Among them, our proposed
fault diagnosis framework (ASCAE-OUSELM) can employ
the homotopy regularization theory, sparse theory, CSA intel-
ligent optimization algorithm and other tools to optimize the
parameters and improve the performance of the original Con-
trative Auto-encoder (CSA) model and USLEM. At the same
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schematic diagram of the sensor arrangement.

time, the proposed fault diagnosis framework can achieve
effective sparse and sensitive feature information extraction
in the feature extraction stage to avoid over-fitting. In the fault
isolation phase, the traditional deep learning model can be
rid of the supervised and low training efficiency by OUELM.
Eventually, the experimental data of rolling bearings vali-
dated the effectiveness of the proposed method. The specific
steps of the ASCAE-OUSELM based rolling bearing fault
diagnosis framework are shown as follows:

« At the key components (rolling bearings) of the rotating
machine, the vibration signals of mechanical equipment
are collected by arranging the corresponding different
Sensors.

o The collected vibration signals can be truncated to obtain
a plurality of sets of samples, and the pre-processed
signals are transformed by FFT or the like, and randomly
divided into a training sample set and a testing sample
set;

o Initialized the parameters of ASCAE and OUSELM
models to generate an initial population, the number of
populations is set to N, and the evolution algebra is set
to M;

o Each ASCAE model should be gradually trained and
learned, and the extracted features were entered into
the OUSELM model, and the error rate of the train-
ing samples was regarded as the fitness function.
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Afterwards, the fault diagnosis framework based on
ASCAE-OUSELM has trained;

o The testing sample set will be input into the optimized
fault diagnosis model (ASCAE-OUSELM) to obtain
fault separation and diagnosis results.

IV. EXPERIMENTS AND ANALYSIS FOR FAULT
DIAGNOSIS FRAMEWORK OF ROLLING BEARINGS

To illustrate the availability of the proposed fault diagnosis
framework, this section we can validate the superiority of the
proposed framework through the cases of rolling bearing fault
experimental dataset (i.e. our laboratorial rolling bearing fault
data set of Accelerated Bearing Life Tester (ABLT-1A) in
Southeast University (SEU).

A. DATA ACQUISITION FROM ACCELERATED BEARING
LIFE TESTER (ABLT-1A)

The ABLT-1A in this experiment case is suitable for the
fatigue life strengthening test of rolling bearings with an inner
diameter of ¢10-60mm. Fig.5 a) and Fig. 5 b) displayed
the structure and real-life diagram of Accelerated Bearing
Life Tester (ABLT-1A). The test machine mainly consists of
test head, test head base, transmission system, loading sys-
tem, lubrication system, electrical control system, computer
monitoring system and other components, respectively. The
test head can be installed in the experimental head block.
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TABLE 1. The experimental parameters and main technical indicators of motor-bearing system (ABLT-1A).

Parameter/device Value /type

Driving speed 1050 r/min

Sample frequency 12800Hz

Sensor PCB eddy current transducer
Data acquisition system NI 9234

Collection procedures LabVIEW, MATLAB

PC environment

Bearing designation

Intel(R)core (TM)i7-9750H CPU@2.60GH
Single row deep groove ball bearing 6308

Number of bearing tests 4 sets
Loading OkN
Data saving interval 30s
Length of vibration signal data 25600
Whole machine size 1500*720*1300mm
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FIGURE 6. Time domain and frequency domain waveform of the motor-bearing system.

The traditional system transmits the movement of the motor,
and its test shaft is rotated according to a certain speed
through the coupling. And the loading system provides the
load required for the tester, and the lubrication system makes
the test shaft fully lubricated under normal conditions.

In this experiment, the object to be tested is a single
row deep groove ball bearing with the model number 6205.
A fault bearing was installed at the sensor 1st channel, and
the other 3 normal bearings were installed in the 2nd, 3rd, and
4th channel sensors, respectively. Accordingly, the schematic
diagram of the sensor arrangement was displayed in Fig. 5 c).
And normal (N), outer ring fault (ORF), outer ring ball com-
pound fault (ORBF), inner ring fault (IRF), and inner and
outer ring compound fault (IORF), outer ring ball compound
weak fault (ORBWF), inner and outer ring compound weak
fault IORWF) and other seven categories of health condition
were simulated under zero load condition. When the speed
is 17.5HZ, and the sampling frequency is 10240HZ, the data

99164

is collected for 5s every Imin interval. At last, the vibration
signal can be picked up by the eddy current sensor, and the
electrical signal is converted into digital signal to the PC
through the data acquisition card. Data acquisition and signal
analysis are carried out by the software platforms such as
LabVIEW and MATLAB. The specific parameters of the
experiment are described in Tab 1.

In this paper, the experimental data can be selected with
1024 vibration points to intercept the length, and each state
intercepts 200 groups of samples, which can be divided into
training samples and testing samples, respectively. To char-
acterize mechanical behavior from multiple angles, the
vibration signals of rolling bearing can be converted into
frequency domain signals. In the rolling bearing fault data,
the time domain and unilateral spectrum frequency domain
wave-forms of the vibration signals under the seven types of
rolling bearings of the rolling bearing are displayed in Fig. 6,
respectively.
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B. PARAMETER SETTING AND OPTIMIZATION OF THE
PROPOSED DIAGNOSTIC FRAMEWORK

To enhance the reliability of the diagnosis results and reduce
the influence of data, the training samples and testing samples
of each type for different fault diagnosis methods will be
repeated 10 times, and the average accuracy of 10 time for
testing samples will be taken as the final result to evaluate the
performance of the diagnostic framework. According to the
proposed fault diagnosis framework in this paper, the multi-
layer ASCAESs algorithm can be firstly constructed, including
input and output layers and two hidden layers. The number
of neurons in the inputting layer can be determined by the
dimension of the compressed data, and the number of neurons
in the output layer can be determined by the number of bear-
ing health categories. Taking the inputting of 1024 dimen-
sions as an example, according to the data compression
theory, the principle of halving should be adopted, that is,
the number of input neurons of the designed multi-layer
ASCAEs is 1024; that is, the number of the first hidden
layer and the second hidden layer of the multi-layer ASCAEs
are respectively set to 500 and 200, the number of output
neurons is 7, that is, the structure of the designed DNN model
constructed based on ASCAE-OUSELM is 1024-500-200-
1024-2000-7. The other main parameters of the designed
ASCAE-OUSELM algorithm are weight penalty coefficient,
learning rate, and so forth.

Furthermore, according to the proposed fault diagnosis
method, the testing sample is the same as the training sam-
ples, and USELM can be employed as classifier to separately
study the variation rules of the Sparse coefficient (C1) and
Contrative coefficient (C2) are described in Fig. 7. It can be
seen that the simultaneous optimization of the two types of
parameters is difficult to determine the optimal value of each
of the two parameters, and only a part of the area is better.

A is the homotopy coefficient of the degree of contribution
of the regularization term after adding the regularization of
homotopy, but the two parameters can be normalized into the
optimization of a parameter target in the designed ASCAE
algorithm, and the parameters’ range of homotopy can be
reduced to [0, 1]. The homotopy coefficient (1) can be
obtained in Fig. 8 by the grid search method. It can be seen
that the homotopy coefficient A = 0.4 is more suitable.
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More importantly, as can be known from the above-
mentioned equations that the relevant parameters affecting
the dimensionality reduction effect of the USELM algorithm
are divided into two parts, one is related to the Laplacian
matrix’s penalty coefficient (lambda), and the other is related
to the selection of the neighboring number (NN) in the
USELM embedded process. In the calculation process of the
Laplacian matrix L, the most important thing is to select the
number of nearest neighbors when constructing the neighbor
graph. If the number is too small, the local characteristic
range retained by the matrix L is too small, and the data
points have similar characteristics. On the contrary, if the
number is too large, the local characteristic range of the
reservation is too large, and the data points that are far apart
are close in the low-dimensional space. In both cases, the data
after the dimension reduction is difficult to cluster. Regarding
the setting of these two key parameters, since there are no
good rules to refer to, the traditional method can only be
determined through repeated experimental tests.
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TABLE 2. Parameters setting up of the designed ASCAE-OUSELM algorithms.

Parameter name Value Parameter name Value
Learning rate of ASCAE 0.1 nn.output of ASCAE 'sigm'
The number of hidden layers of ASCAE 2 Number of iterations of ASCAE 100
The number of units in the input layer of ASCAE 1024 nn. weight Penalty L2 of ASCAE 0
The number of units in the first hidden layer of ASCAE 500 homotopy coefficient of ASCAE 0.4
The number of units in second hidden layer of ASCAE 200 Batchsize of ASCAE 25
The input units of OUSELM 1024 Number of nests of OUSELM n=20
The hidden units of OUSELM 2000 Iteration of OUSELM 25
The output units of OUSELM 17 Discovery probability of OUSELM Pa=0.25
Momentum of ASCAE 0.5 gt*(NN, lam) of OUSELM =[9,0.12]
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FIGURE 10. Scatter plot based on the different fault diagnosis framework of feature embedding: a).

ASCAE; e). ASCAE-USELM; f). ASCAE-OUSELM.

According to the flow chart described in Fig. 3 of
OUSELM-based intelligent optimization algorithm, the two
types of parameters are optimized by CSA, and the fitness
curve of the CSA optimized USELM for feature extraction
by CAE and ASCAE can be displayed in Fig. 9, respectively.
Correspondingly, the optimized parameter combination of

ASCAE-OUSELM is gt*(NN, lam) = [9, 0.12].

To sum up, parametric performance analysis and opti-
mization based on ASCAE-OUSELM, the parameter set-
tings of the designed fault diagnosis framework based on
ASCAE-OUSELM are more specifically described in Tab 2.

C. FAULT ISOLATION OF ROLLING BEARINGS BY THE
PROPOSED FAULT DIAGNOSIS FRAMEWORK

To verify the validity of the proposed ASCAE-OUSELM
based fault diagnosis framework of rolling bearings,
the above-mentioned constructed rolling bearing fault data
set is applied and entered into the proposed fault diagno-
sis framework (the parameter settings are shown in Tab.
2 and the fault diagnosis flow chart is shown in Fig 4).
At the same time, the number of training sample and testing
sample are equal in this section, which is 100:100. And
the traditional CAE-based fault diagnosis method as the
benchmark algorithm for this part of the experiment, and the
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FIGURE 11. The best diagnosis and average diagnosis result under
different fault diagnosis framework.

rolling bearing fault diagnosis can be performed according
to the above fault diagnosis process. Afterwards, the features
extracted by the combination fault diagnosis framework of
CAE-USELM, CAE-OUSELM, ASCAE, ASCAE-USELM,
ASCAE-OUSELM are input into K-means respectively
to obtain the three-dimensional feature distribution before
and after embedding, which can be specifically displayed
in Fig.10.

The essence of the above-mentioned feature embedding
methods are employed to construct a Laplacian matrix
instead of a category label to measure the relationship
between data, thereby unsupervised feature embedding can
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be implemented. At the same time, the embedding fea-
tures extracted from the above-mentioned different optimiza-
tion combination models, such as CAE; CAE + USELM;
CAE + OUSELM; ASCAE; ASCAE + USELM; ASCAE +
OUSELM were entered into FCM cluster learning for
fault diagnosis, respectively. Furthermore, the best diagnosis
results with 100 times fault diagnosis results and its average
fault diagnosis results can be displayed in Fig. 11.

It can be seen from the Fig. 11 that the proposed method
(ASCAE-OUSELM) achieves the best fault separation effect,
and the average recognition rate is also the best.

D. COMPARED WITH OTHER FAULT

DIAGNOSIS FRAMEWORKS

To further validate the effectiveness of the proposed
framework, this section we compare the proposed ASCAE-
OUSELM framework with other standard deep learn-
ing model fault diagnosis frameworks. Among them, the
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comparison algorithm ASCAE_OUSELM ASCAE_USELM
CAE_USELM SAE-USELM CAE_OUSELM DBN-USELM
are selected as the contrast frameworks. It should be noted
that the data utilization situation here is set as below: the
training sample randomly selects 50 samples for each type
of health condition, and the testing sample is the remaining
150 groups of samples, the total training sample is 50*7 =
350 groups, and the testing samples are 150*7 = 1050
groups. Compared to the he above sample settings, this part of
the training sample is less, and its generalization performance
requirements are higher. According to the above-mentioned
fault diagnostic flowchart, the sample diagnosis results of the
above-mentioned six fault diagnosis methods are described
in Fig. 12 a)-f) by using Fuzzy C-Means (FCM) [42], respec-
tively. It can be seen from the different clustering diagram that
only the accuracy of ASCAE_OUSELM is close to 100%,
and the seven health states of the bearing can be accurately
identified.
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FIGURE 12. Clustering contour maps for different fault diagnosis frameworks: a). ASCAE_OUSELM; b). ASCAE_USELM; c). CAE_USELM d). SAE-USELM; e).

CAE_OUSELM; f). DBN-USELM.
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TABLE 3. Evaluation indicators of different fault diagnosis frameworks.

Frameworks DNN-OUSELM  DBN-OUSELM SAE-OUSELM CAE-OUSELM ASCAE-USELM ASCAE-OUSELM
Best_ ACC 0.918095 92.4762 0.939048 0.935238 0.971429 1
Ave ACC 78.7838 0.825714 0.75559 80.7171 0.879048 0.976733
Standard deviation 2.534 1.576 2.358 0.6875 0.4580 0.3347
PC 0.5508 0.8981 0.8243 0.7403 0.8417 0.9201
CE 0.9711 0.2280 0.3823 0.5750 0.4005 0.1996

= " DNN-OUSELM
‘‘‘‘‘ 2 e Y4 % DBN-OUSELM

i LA P 0~ SAE-OUSELM
O CAE-OUSELM

A ASCAE-USELM
=0=ASCAE-OUSELMDNN

01 02 03 04 05 06 07 08 09
Different degree of noise interference

Average recognition rate of different framework

FIGURE 13. Effects of the various clustering methods in response to
changes in interference coefficients.

At the same time, the clustering results of the above-
mentioned fault diagnosis frameworks are calculated by
the membership degree and clustering evaluation indexes
such as Partition Coefficient (PC) and Classification
entropy (CE) [8], the diagnostic results can be obtained
in Table 3 according to the diagnostic results and clustering
evaluation indexes.

From the Tab. 3, the proposed ASCAE-OUSELM frame-
work can achieve the best recognition effect, owing to
ASCAE has strong feature extraction ability and its optimized
OUSELM can quickly and stably separate the seven types of
faults.

To validate the anti-noise performance of the ASCAE-
OUSELM based-diagnostic framework of rolling bearing,
the raw data can be mixed with noise according to different
interference coefficients g [19], [43], and other parameters
(such as the ratio of training samples to test samples) remain
unchanged. Random noise of g = 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, and 0.9 were added to the experimental data
set in this section, respectively. Therefore, the data set X
becomes Xnew = x + a-rand(size(x))), where size(x) rep-
resents the size of the signal, and the rand (*) function is
a random function in Matlab generates a random number
in the function. Calculating the average recognition rate of
the test samples in the above six fault diagnosis frame-
works under different noise interference conditions, as shown
in Fig. 13.

It can be seen from the Fig.13 that the recognition rate of
the proposed fault diagnosis framework is relatively concen-
trated and stable, and its accuracy is always higher than other
fault diagnosis frameworks. It is demonstrated that the fault
diagnosis framework based on ASCAE-OUSELM has strong
generalization ability and good stability.
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E. DISCUSSION AND FUTURE WORK

1). Inthe designed ASCAE-OUSELM based-fault diagno-
sis framework, the parameter adjustment of the neural
network’s structural parameters are just set through
experience. This will cause a series of problems.
We will optimize the network structure in detail in the
future.

2). Inthis experiment, only rolling bearing fault data set of
ABLT-1A was applied to validate the effectiveness of
the proposed fault diagnosis framework. Later, we will
apply the fault diagnosis framework to other bearing
fault data sets for verification.

V. CONCLUSIONS

More recently, data-driven fault diagnosis has gradually
become one of the mainstream trends in intelligent fault
diagnosis of rolling bearings. Aiming at the traditional deep
neural network cannot implement adaptive feature extraction
and fault separation, this paper proposes a new rolling bearing
fault diagnosis framework based on the designed ASCAE
combined with OUSELM. This designed fault diagnosis
framework can be divided into three main steps: i). Firstly,
the vibration signals of rolling bearings can be collected and
processed on the key parts of the rotating machine, and the
collected vibration signal can be converted into the frequency
signals; ii). Secondly, the transformed spectral signals can
be entered into the constructed ASCAE for feature learning
to exploit the multi-layer sensitive features from the hidden
inside the data; iii). Thirdly, the extracted multi-layer sen-
sitive features are input to the trained OUSELM classifier
for unsupervised fault state separation and diagnosis. Among
them, our proposed fault diagnosis framework (ASCAE-
OUSELM) can employ the homotopy regularization theory,
sparse theory, CSA intelligent optimization algorithm and
other tools to optimize the parameters and improve the perfor-
mance of the original Contrative Auto-encoder (CSA) model
and USLEM, respectively. At the same time, the experimen-
tal case of rolling bearing validated the superiority of the
designed fault diagnosis framework and two new algorithms.
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