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ABSTRACT With the significant development of practicability in deep learning and the ultra-high-
speed information transmission rate of 5G communication technology will overcome the barrier of data
transmission on the Internet of Vehicles, automated driving is becoming a pivotal technology affecting the
future industry. Sensors are the key to the perception of the outside world in the automated driving system and
whose cooperation performance directly determines the safety of automated driving vehicles. In this survey,
we mainly discuss the different strategies of multi-sensor fusion in automated driving in recent years. The
performance of conventional sensors and the necessity of multi-sensor fusion are analyzed, including radar,
LiDAR, camera, ultrasonic, GPS, IMU, and V2X. According to the differences in the latest studies, we divide
the fusion strategies into four categories and point out some shortcomings. Sensor fusion is mainly applied
for multi-target tracking and environment reconstruction. We discuss the method of establishing a motion
model and data association in multi-target tracking. At the end of the paper, we analyzed the deficiencies
in the current studies and put forward some suggestions for further improvement in the future. Through
this investigation, we hope to analyze the current situation of multi-sensor fusion in the automated driving
process and provide more efficient and reliable fusion strategies.

INDEX TERMS Automated driving, multi-sensor fusion strategy, multi-target tracking, environmental
reconstruction, data association, intent analysis, deep learning.

I. INTRODUCTION
Multi-source and heterogeneous information fusion (MSHIF)
makes integrated utilization of the information obtained by
different sensors, which avoids the perceptual limitations
and uncertainties of a single sensor, forms a more com-
prehensive perception and recognition of the environment
or target, and improves the external perception ability of
the system [1]. At present, MSHIF technology has been
comprehensively applied in such fields as fault detection
[2], [3], remote sensing [4], human health monitoring [5],
[6], robot system [7], human-machine interaction [8], target
recognition and tracking [9], [10], simultaneous localization
and mapping (SLAM) [11] and advanced driver assistance
system (ADAS) [12]. Automated driving (AD) is not a single
technology, but a highly complicated system composed of
many subsystems, which contains three parts:

1) perception module: It includes sensors, recognition, and
decision-making;
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2) client system: It includes the operating system and
hardware platform;

3) cloud platform: It includes a high-precision map, model
training, and stored data.

The AD system architecture proposed in [15] is shown
in Fig.1, but the details are further explained along the way in
this paper.

Sensors are the key to the perception of the outside world in
the AD system and whose cooperation performance directly
determines the safety of AD vehicles [13]. The AD vehicles
primarily use seven kinds of sensors, including cameras,
millimeter-wave radar (MMW-Radar), the global positioning
system (GPS), inertial measurement unit (IMU), LiDAR,
ultrasonic, and communication module. Various sensors have
their advantages and disadvantages, so there are often differ-
ent task divisions in the AD system. This paper focuses on
how to realize the fusion perception by fusing multi-sensor
data. The camera can acquire the optical image and accu-
rately record the contour, texture, color distribution, and other
information of the object from a certain angle. Therefore,
some studies use cameras to complete target recognition and
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FIGURE 1. Automated driving system architecture, cited from [15].

target tracking tasks, including lane detection, pedestrian and
vehicle identification, and local path planning [14]. To sur-
mount the narrow measurable angle range of cameras, gen-
erally, AD adopts multiple cameras to form omnidirectional
monitoring on the surrounding environment in the practical
application [16], [17]. MMW-Radar can measure the acquisi-
tion of objects’ distance through pulse compression and speed
through the Doppler shift, which has extensive application for
obstacle detection [18], pedestrian recognition, and vehicle
recognition [19], [20]. GPS and IMU provide inertial infor-
mation and global position information for AD vehicles to
confirm their positions, thus enabling vehicles to update their
positions in real-time in high-precisionmaps(HPM) [21]. The
primary applications of LiDAR include positioning, obstacle
detection, and environmental reconstruction. Because three-
dimensional(3D) data has certain information representation
advantages over two-dimensional data [22]–[24], 3D LiDAR
sensors are playing an increasingly significant role in the AD
system. It can maximize the restoration of traffic conditions
in the authentic environment to combine the dynamic charac-
teristics of the MMW-Radar targets, the ranging advantage of
the LiDAR, and the details of the target in the optical image.
Appropriate utilization of integrated information facilitates
vehicles to perform diverse tasks such as intention analysis,
motion planning, and autonomous driving.

However, sensor fusion alone cannot guarantee the safety
of AD cars in a complex traffic environment. Society of Auto-
motive Engineers (SAE) has divided the roles of a human
driver and driving automation system by the level of driving
automation in [25] including level 0 (no driving automation),
level 1 (driver assistance), level 2(partial driving automation),
level 3(conditional driving automation), level 4(high driv-
ing automation) and level 5(full driving automation). Ref-
erence [26] proposed an L4 framework, an enhanced Tesla
Model S architecture, which can be applied for the simulation
of autonomous vehicles driving on the highway. However,
it remains to be seen whether there is any conflict between
autonomous driving and manual driving in the future [27].
For level 4 and level 5, vehicle to everything (V2X) allows

vehicles to connect to everything in the complex traffic
environment and extend the scope of perception. Dedicated
short-range communications (DSRC) has been testified to be
competent in the vehicle-to-vehicle (V2V) applicationswith a
tolerable latency at a data transfer rate of 27Mbps in the scope
of 1-kilometer [28]. Cellular V2X(C-V2X) bases on cellular
mobile communication, including LTE-V2X and 5G-V2X,
with a more extended communication range. 3G/UMTS
and 4G/LTE perform better in range (up to 2km) but
can not confront with time-critical scenarios [30]. 5G-V2X
works in a higher frequency with ultra-high bandwidth and
ultra-low time delay, it can collect and transmit more accurate
environmental information in real-time, and use the cloud
computing power to make decisions for the vehicle itself
[31], [32]. Moreover, reference [33] discussed a flying and
Ad-hoc network for communication between UAV and AD
vehicles, which provides a new idea for vehicle networking.

Some studies utilized open-source data set [35], [36] or
generated them from simulation software [37] to avoid the
laborious collection of sensor data. The study of multi-sensor
fusion requires a large amount of data, especially in the
context of a large number of applications for deep learn-
ing. Therefore, the workload of data collection is enor-
mous. In reference [38], the virtual test environment and
open-source data set for AD have been analyzed and sum-
marized in recent years. By selecting a data set that matches
the research, it is possible to quickly obtain valid data during
the multi-sensor fusion research process without consuming
a large amount of resources and time to re-acquire. Further-
more, the targets corresponding to multiple sensors are in dif-
ferent coordinate systems, and the data rates of different sen-
sors are diverse. It is necessary to map the simultaneous target
information in heterogeneous information to a unified coor-
dinate system, which the time-space alignment [39], [40].
Moreover, the presented forms of the object information have
a difference with the sensors, and it is necessary to calibrate
the locations of multi-sensor to acquire the final position.
In the multi-sensor fusion part, the current researches have
different methods, and the information fusion, fusion level,
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and fusion algorithm adopted by multiple sensors are differ-
ent. From the fusion method, the combinations of sensors
mainly include radar-camera (RC) [19], [41], camera-LiDAR
(CL) [42] and radar-camera-LiDAR (RCL) [16]. Some stud-
ies integrated the vehicle location and map into the AD
system, which makes the lane-level positioning possible [97].
Furthermore, the V2X sensors add nearby objects into the
map in real-time, which allows AD vehicles to percept a lager
scale of dynamic information [43]. Depending on the dis-
parate forms of the fused information in MSHIF processing,
the methodologies are divided into four types of information
fusion, including fusion based on discernible units (FBDU)
[44], [45], fusion based on complementary feature (FBCF)
[46], [47], attribute-based fusion (ABF) [48], [49], and fusion
based onmulti-source decision making (FBMDM) [16], [50].
In general, different fusion strategies bases on different levels
of abstraction of sensor data during data fusion. Before data
fusion, FBDU has the lowest degree of abstraction. It usu-
ally integrates preprocessed data directly, and FBMDM has
the highest and comprehensive judgment of final processing
results of different sensors. Besides, in order to complete the
vehicle’s motion planning, it is necessary to detect obstacles
and track the moving target. Due to the complexity of moving
target motion, it is necessary to make the corresponding
decision depending on the moving target tendency. However,
a prerequisite for the realization of motion identification of
moving targets is to track the target.

In this survey, we hope to summarize the specific strategies
and integration goals of multi-sensor fusion in recent years.
The paper first discusses the sensors and techniques used
in the AD, and why and how they are used to complete
AD tasks. Then, according to the specific fusion methods
in different studies, the current deficiencies and areas that
can be improved are analyzed and discussed. This article
organized as follows: section II respective introduced the
characteristics, advantages, and disadvantages of sensors.
Section III summarized four fusion strategies and specific
perceptual recognition methods and discussed the specific
methodologies of multi-sensor fusion. Moreover, by com-
paring the performance of various sensors, the necessity of
multi-sensor fusion is illustrated. It is necessary to establish
the motion model to identify the motion intention of the
target. In IV, we described the necessity to associate the data
of multiple sensors to the target tracking. Section V analyzed
the problems existing in the current fusion strategy and gave
specific suggestions for further improvement.

II. SENSORS IN FUSION PERCEPTION SYSTEM
The type and performance of the sensors directly deter-
mine the quantity and quality of information acquired by
the AD system. In addition to vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I), and other vehicle communi-
cations, the AD vehicle perceives the external environment by
analyzing and synthesizing various sensor data. In general,
the sensors adopted in the studies include radar/ultrasonic,
and camera(including RGB-D, infrared camera), LiDAR,

and GPS/IMU. The detection capability and reliability of
different sensors are limited in different environments, and
multi-sensor fusion can improve the accuracy of target detec-
tion and recognition. Table 1 summarized the advantages and
disadvantages of the above sensors and the detection range,
which shows that different sensors have apparent differences
in operating characteristics. Meanwhile, it will improve the
perception ability of the AD vehicle from all aspects to effec-
tively guarantee the safety of the driver by fusingmulti-sensor
data.

In the fusion sensing process, the dominating adopted
sensors are MMW-Radar, LiDAR, camera, ultrasonic,
GPS/IMU, and V2X sensors. Consequently, the rest of this
section will talk about the characteristics, advantages, and
disadvantages of these sensors.

A. MILLIMETER WAVE RADAR
After radiating electromagnetic waves, the radar gathers the
scattered wave of targets by the receiving antenna, then a
series of signal processing will be performed to acquire
the information of targets. At present, the mainstream fre-
quency bands of MMW-Radars include 24GHZ, 60GHZ,
and 77GHZ, and the most prevailing one is 77 GHz, while
60 GHz is a frequency band only adopted in Japan and the
24 GHz band will gradually be abolished in the future. The
79GHZ band radar has a higher resolution of range, speed,
and angle, which are extensively approved and will become
the mainstream frequency band of vehicle radar in the future.
Compared to cameras and LiDAR, MMW-Radar has a longer
wavelength, certain anti-blocking, and anti-pollution ability,
which can cope with rain, snow, fog, and dark environment.
The radar can not only obtain the exact distance of multiple
targets, but also measure the relative velocity by the Doppler
shift effect. Different types of vehicle-mounted radars wave-
forms are generally classified into frequency-modulated
continuous-wave (FMCW) radars and pulse radars. Since the
pulse radar requires to strictly isolate the transmitted signal
when receiving the echo signal, while a high-power signal
will be transmitted in a transitory continuous cycle, which
leads high requirement of hardware and complicated struc-
ture. Therefore, most vehicle-mounted MMW-Radars adopt
FMCW as the transmit waveform. FMCW radar ensures that
the distance and relative speed of targets are simultaneously
available, and the speed resolution and distance resolution are
controllable. The distance resolution Rres and speed resolu-
tion Vres are:

Rres =
c
2B

(1)

θres =
λ

Nd cos(θ )
(2)

whereC is the speed of light,B is the bandwidth of the chirp,λ
is the wavelength, and Tf is the pulse duration. Multiple
receiving antennas can detect the target angle, and angle
resolution is in connection with the actual angle between the
target and the radiation direction. The angular resolution θres
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TABLE 1. Comparison of different sensors and technologies.

is:

Vres =
λ

2Tf
(3)

where N is the number of antennas, d is the interval between
two adjacent antennas, and θ is the real target azimuth. Nev-
ertheless, due to radar hardware condition constraints (such
as transmit power and sampling rate), the longer maximum
effective working distance results in lower resolution of the
parameters. In the actual application process, the AD vehicle
is equipped with near-range, medium-range, and long-range
radars to monitor corresponding ranges.

Most studies extract the range, angle, and speed informa-
tion of pedestrians or vehicles from radar data. However,
the micro-Doppler effect provides another methodology for
recognizing rigid and non-rigid targets. In reference [20],
the FMCW radar system was designed to provide desired
recognition for both adults and children within 100 to
150 meters. In reference [21], representative target features
are extracted from the received radar signal as the classifica-
tion criterion of the SVM, which is applied to the classifica-
tion of pedestrians, vehicles, and bicycles with an accuracy
rate of up to 90%. Meanwhile, the latest IWR6843ODS radar
module of TI can realize real-time target point cloud map-
ping, which further enriches the information content of the
acquired data.

A drawback of MMW-Radar is indistinguishable for rela-
tively static stationary targets. In addition to being disturbed
by noise, AD vehicles are often suffering from false alarms
produced by metal objects such as road signs or guardrails.
The general processing method is to adopt the Constant False
Alarm Ratio (CFAR) Detection to continuously update the
decision threshold with the variance of the noise, thus obtain-
ing a constant false alarm probability [51]. Besides, the pre-
processed radar data can be generated to images by applying
the generative adversarial network (GAN) [52]–[55], but the
images still confronted with a problem of insufficient res-
olution. Moreover, with the increasing number of vehicles
equipped FMCW radar, the shared frequency interference
phenomenon will become a problem, and the reference [56]
proposed a new radar ranging system with proper range reso-
lution without bandwidth limitation. Comparedwith the same
type of radar, its resolution is improved by more than an order
of magnitude, which will be beneficial to the construction of
high-resolution maps by radar.

B. CAMERA
The camera is one of the earliest sensors for the AD system,
and which is also the primary choice for manufacturers and
researchers at present. The camera is principally applied to
accomplish tasks such as target recognition, environmentmap
building, lane detection, and target tracking. In recent years,
deep learning (DL) has achieved an excellent performance in

2850 VOLUME 8, 2020



Z. Wang et al.: Multi-Sensor Fusion in AD: Survey

FIGURE 2. The performance of the camera influenced by different corruptions. Source: Figure 9 in [66].

the target recognition and tracking tasks, which can obtain
powerful expression ability from massive data and replace
the traditional manual features design by machine learning
methods. After theAD system accurately completes the target
recognition and target tracking, further decision tasks will
implement further.

At present, there are two types of cameras, which is a
charge-coupled device (CCD) and a complementary metal-
oxide-semiconductor (CMOS). CCD has a complicated man-
ufacturing process, higher quantization efficiency, lower
noise, a high dynamic range, and high image quality in
low light conditions. Compared to CCD sensors, CMOS
sacrifices some performance to reduce cost. The difference
between them will be wearier, and CMOS is expected to
replace CCD [57].

Images captured by the camera transform the 3-D infor-
mation into the 2-D one, so to obtain the position of the
targets from the image, it is necessary to establish the rela-
tionship between the pixel and the physical world, which
is called the camera calibration. Reference [58] reviewed
the methodologies of camera calibration and divided them
into optimization methods, transformation matrix method,
distribution calibration method, Zhang Zhengyou calibration
method, and traditional calibration method. In the actual
calibration process, reference [59] proposed a flexible camera
calibration method, which only requires to take pictures of a
chessboard from different angles, and then establish a radial
lens distortion model. The method consists of a closed-form
solution and then nonlinearly solved according to the max-
imum likelihood criterion. Contrapose multi-sensor fusion,
some camera calibration methods based on depth information
are proposed in reference [60]–[64]. With computer vision
applications continue to expand, it is necessary to propose
novel-innovative algorithms with lower complexity and more

flexible. Some studies use binocular cameras or depth cam-
eras to obtain image data with depth information. However,
in terms of the range resolution, there is still a big gap with
radar or LiDAR [16], [65].

In reference [66], defaced images produced based on the
existing datasets of Pascal, Coco, and Cityscapes were used to
evaluate the most advanced target detection algorithms. As is
shown in Fig. 2 below, the detection accuracy decreased by at
least 31.1%, and the maximum decreased by 60.4% in some
situations. Therefore, it is reasonable to conclude that a single
camera sensor will be extremely unreliable in severe weather
conditions.

The camera of AD vehicles also have poor reliability in the
situation of sudden changes in light, such as exiting a tunnel.
By combining the camera with GPS, HPM, and even V2X,
some prior information can be introduced to adjust the camera
exposure dynamically. Compared with radar, the superiority
of the camera is that it can accurately capture the contour,
texture, and color distribution information, which facilitates
classification to the recognition of different targets under
non-extreme environment conditions. However, AD vehicles
have a requirement of competence to cope with all-weather
environments and extreme situations. Only systems that apply
MSHIF can perform 100% recognition accuracy, thus achiev-
ing the best European NCAP security level [48], [67].

The data fusion of multiple sensors is to avoid false detec-
tion of some sensors and thus generating wrong motion plan-
ning. At present, the most abundant information can obtain
through the camera perception of the environment. However,
it must consider that the image can become unreliable in some
cases, such as the sudden change of light in entering and
leaving the tunnel, or the near inability to perceive the sur-
rounding environment at night, and the extremely vulnerable
to the weather.
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C. LiDAR
LiDAR calculates the interval between emissive laser pulses
and scattering reflected by targets to obtain distance, which
includes 2-D LiDAR and 3-D LiDAR based on the scan-
ning structure. 2-D LiDAR is a single-layer structure device,
while 3-D LiDAR is a multi-layer one. 3-D LiDAR is more
prevailingly applied to AD vehicles but more expensive.
With the increasing application of LiDAR and production,
manufacturing costs will gradually decline, and predictably
reach the situation that most automobile manufacturers can
accept it. LiDAR provides practical and precise 3D percep-
tion competence in day and night. According to the presence
or absence of motion units [68], LiDAR can be divided
into three types: time-of-flight (TOF), triangulating LiDAR,
and phase-ranging LiDAR, and the mainstream is the TOF
LiDAR in AD system. In the latest research, LiDAR has been
fully capable of recognizing and sensing pedestrians’ mul-
tiple motion patterns and spatial states [69]. The multi-line
LiDAR continuously emits a laser beam through a transmit-
ter, and the receiver collects the target scattered light as a
point cloud image, which helps in perceiving and recognizing
pedestrians and vehicles.

In reference [70], a 16-line LiDAR is implemented to
percept the position, velocity, and direction of pedestrians
and vehicles in the streetscape. Furthermore, they used an
improved density-based spatial clustering of applications
with noise (DBSCAN) method for clustering LiDAR data.
They then divided FOV into several sub-regions according
to the target distance. Moreover, the back-propagation (BP)
neural network is applied to classify and identify the targets
with a 95% accuracy in 30 meters. The 64-line or 128-line
LiDAR will increase the density of point cloud, which can
improve the performance of background filtering, clustering,
and classification, thus improving the tracking accuracy and
detection range to some extent. In reference [71], a Velodyne
64-line 3-D LiDAR is applied to identify and track pedes-
trians with a support vector machine (SVM) method. Then
a comparison of the pedestrian position and speed direction
will come into play for early warning mechanisms. Notably,
reference [72] provides a pedestrian identification coding
method by analyzing the statistical shape of 3-D LiDAR
data. Finally, the SVM and KNN algorithms are executed
to target recognition. Reference [73] analyzed the influence
of rainfall on LiDAR, and the results are shown in Fig. 3,
Fig. 4, and Fig. 5. These pictures show when the rainfall
increases, the max detectable distance, the number of points
and obstacle detection range and other performance decreases
rapidly. LiDAR also has the advantage of exclusivity in rang-
ing. Reference [74] divided the road into nodes and used the
dead reckoning algorithm to initialize the graph to estimate
the position of other vehicles on the road. The error of their
method is less than 15 cm in estimating the lateral, longi-
tudinal, and horizontal position of the vehicle ahead, which
is superior to traditional GPS methods. Reference [75] pro-
posed a path planning method combining LiDAR and WiFi.

FIGURE 3. Max range influenced by rain rate [73].

FIGURE 4. Number of points influenced by rain rate [73].

FIGURE 5. Obstacle detection range influenced by rain rate [73].

They used WiFi to determine the position of the automated
platform in the resulting map of the environment, and then
avoided obstacles detected by LiDAR, which enabled local
navigation in low-light conditions.

Although LiDAR is superior to MMW-Radar in measure-
ment accuracy and 3-D perception competence, whose per-
formance is still incompetent under severe weather conditions
such as fog, snow, and rain. The convergence of cameras,
MMW-Radar and LiDAR data, will wipe off a portion of
information redundancy, provide a reliable and efficient per-
ception ability, but the system is too expensive.
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D. GPS AND IMU
The on-board positioning equipment can solve and deal with
some exclusive scenes through the cooperation of multiple
sensors. The high-precision algorithm design also provides
high-precision positioning for the AD car. Reference [77]
believes that the combination of dual antenna and IMU can
overcome the sensor biases and obtain good accuracy, but the
system is too expensive. Thus, the study proposed a low-cost
method estimating the lateral slip angle based on GPS and
IMU. However, they believe that the camera cannot be well
applied to the measurement process of the lateral slip angle
due to its unreliable operation, even though the camera can
provide useful angle information. At the same time, this
scheme does not workwell when the angular velocity changes
too fast. The combination of on-board GPS and IMU can
realize the positioning of its vehicle. Nevertheless, relying
on GPS and IMU alone cannot achieve the requirements of
lane-level positioning of AD vehicles. In reference [78], GPS
and IMU are used to track the moving objects in real-time.
The tracking result shows that there is still an insufferable
deviation between the tracking trajectory and the actual route.
For AD at L4 and L5 levels, it is evident that there are more
sensors needed for data fusion. Simultaneous localization and
mapping (SLAM) use camera or LiDAR data to calibrate the
position through closed-loop detection to achieve accurate
localization of the vehicle in the location environment. Ref-
erence [79] proposed to fuse the information of ORB-SLAM,
GPS, and IMU, and improve the robustness and accuracy
of autonomous vehicle positioning. This method can obtain
the confidence of GPS signals through semi-supervised clus-
tering of IMU information, which enhances the robustness
and achieves better positioning even if GPS signals are
lost. Besides, in reference [80], the LiDAR point cloud is
fused with the GPS-IMU, and the processed data are studied
through the fully convolutional neural network, to generate
the safe driving route of the vehicle. Meanwhile, the pos-
sibility of a fusion of radar and camera data is discussed
to further improve the sensing accuracy and sensing range
of the system. In general, the fusion of more sensor data
into the AD perception process will significantly enhance
the vehicle perception ability and range of perception. The
computational pressure brought by multiple sensors will also
increase. The combination of V2V, V2I, and cloud computing
will reduce the computing pressure on vehicles to process
large amounts of data. Compared with DSRC, C-V2X tech-
nology has more comprehensive coverage, larger bandwidth,
and which is compatible with smartphones, enabling commu-
nication between vehicles and humans.

E. VEHICULAR COMMUNICATIONS
It is challenging to deal with complex and multiple
autonomous driving tasks only by relying on vehicle intel-
ligence. The construction process of the smart city gen-
erates V2X, I2X, and P2X technologies. In recent years,
the research on V2X accounts for 92.14% in connecting

different road users through communication technologies
[30]. V2X technology includes DSRC and Cellular-V2X
(C-V2X, including LTE-V2X and 5G-V2X). Among them,
DSRC is an efficient and mature communication technology,
which canmeet the requirements of the stability and real-time
performance of the networked communication system for
autonomous vehicles. However, comparedwith C-V2X, it has
a lower data transmission rate, a smaller coverage area, and
which is vulnerable to interference. Besides, the channel load
of DSRC further reduced in high-speed scenarios [28]. Ref-
erence [29] considered the data sharing between AD vehicles
and analyzed two situations that data can be fully shared, and
data cannot be fully shared due to privacy protection. They
believed that the tension between the utilitarian use of data
and privacy would increase in the future.

In reference [81], DSRC is applied to communicate with
surrounding vehicles, and the real-time state of vehicles deter-
mined by the vehicle dynamics model and braking system
dynamics, which prevents rear-end collision with other vehi-
cles and illustrates the reliability of DSRC communication.
However, AD requires safety redundancy in the event of
communication interference, and integration with other sen-
sors is essential. In reference [82], the vehicle and pedes-
trian target recognition and trajectory generation completed
by using the LiDAR sensor on the roadside. In this paper,
the LiDAR is placed on high ground to obtain a more global
traffic situation, andDSRC is applied to broadcast and receive
the information in real-time. This method reduces the cost
of AD vehicles and realizes the one-time processing and
multi-point sharing of data. Reference [83] proposed that the
LTE network can be used for real-time communication with
vehicles. Each vehicle sends its position information to the
adjacent base station and receives the position information of
other nearby vehicles. Through the combination of trajectory
prediction algorithm and vehicle motion model, the vehicle
can predict the position of the surrounding vehicles and avoid
the occurrence of traffic accidents. However, the vehicle
communication system based on LTE cannot well adapt to
the scenes of high-speed and congestion. When the vehi-
cle speed is higher than 60 km/h or the vehicle density is
higher than 1000 vehicles/km2, the communication delay will
further increase, and even real-time communication cannot
realize. 5G will be well adapted to these scenarios, while the
high bandwidth feature allows AD vehicles to share more
sensor data or combine it with high-precision maps for safety
dynamic planning [32].

F. MULTI-SENSOR FUSION AND ANALYSIS
Currently, three primary sensor-combination forms are
applying for perceiving the environment in the MSHIF
system, including RC, CL, and RCL. Besides, a combi-
nation of Radar-LiDAR (RL) adopted in reference [36],
and MMW-Radar and the infrared camera is used in ref-
erence [89] to obtain further thermal imaging results and
to sense potential organisms. We give a statistic of combi-
nation in Fig.6. The results show that the most commonly
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FIGURE 6. Status of multi-sensor combing form.

used sensor combination is RC because this combination can
obtain excellent resolution while obtaining the distance infor-
mation of the surrounding objects. Similarly, image infor-
mation with depth can get from the combination of LiDAR
and camera. Some studies combine LiDAR and MMW-radar
with cameras to improve safety redundancy. Both of radar and
camera are the full-fledged and economical technology. The
performance of LiDAR is growing gradually, and the price of
the high-performance product is still high. Although the cam-
era can obtain the contour, texture, and color distribution of
the target, the drawbacks are also apparent. The application of
binocular and depth cameras allow image data to have depth
information, but there is still a long way to go for a high accu-
racy. Compared with cameras and LiDAR, MMW-Radars
have longer wavelengths, which can penetrate rain, snow, and
fog. One fly in the ointment is that radar is more susceptible
to clutter interference. LiDAR can work continuously in day

and night, which provides high-resolution and long-distance
3-D data except for severe weather conditions. Therefore,
the exclusive solution to satisfy various working conditions
is to adopt MSHIF technology. We give another statistic of
the characteristics, advantages, disadvantages, and applicable
scenarios for each sensor in Fig.7, and wherein show the
benefits of the MSHIF system in environment perception and
target recognition. There is no doubt that MSHIF technology
has achieved relatively comprehensive advantages.

However, the system is also more complex, facing chal-
lenges in the effective integration of multi-source heteroge-
neous data and heavy computation. One of the problems of
MSHIF is that the amount of data increases and the net-
work structure becomes more complicated to increase the
recognition accuracy. References [84] proposed a fusion plat-
form, which significantly reduced the parameters of network
structure and improved the speed of network learning by
Mobilenet V2. Similarly, reference [85] made the learning
speed of the autonomous vehicle to the data increase by
20% based on the reinforcement learning method. Refer-
ence [86] further points out that although many studies have
proposed different heterogeneous computing architectures
for multi-sensor data processing, edge computing is still
needed to improve the computing power in the case of limited
resources.

On-board communication allows vehicles to share loca-
tion information in real-time. With the application of 5G or
other higher frequency communication technologies, the data
transmission rate of the Internet of Vehicles will increase con-
siderably. Although many studies are devoted to the fusion
multi-sensor data like radar, camera, and LiDAR, it is neces-
sary to combine the sensing technology and vehicle commu-
nication technology to obtain sufficient security redundancy.

FIGURE 7. Sensor feature and fusion result.
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In the next chapter, the strategies of multi-sensor fusion in the
studies of recent years will be described in detail.

III. MULTI-SENSOR DATA FUSION
Different approaches to the MSHIF process represent dif-
ferent levels of abstraction from the original data in the
fusion phase. Because different fusion strategies are adopted
in different data abstraction stages, different fusion algo-
rithms are used in multi-sensor data fusion. We classify the
fusion methods used in different studies to reflect the fusion
ideas adopted in these studies. These fusion methods include
four categories: information fusion strategy based on dis-
cernible units, fusion strategy based on feature complemen-
tarity, fusion strategy based on target attributes of different
sensors, and fusion strategy based on the decision making of
different sensors. The details will be explained in the rest of
this chapter.

A. FUSION STRATEGY BASED ON DISCERNIBLE UNITS
Fusion strategy based on discernible units (FSBDU), or data-
level fusion, refers to the fusion process in which the data of
distinguishable units of different sensors are directly fused,
and then the data after fusion is further processed. FSBDU
[93], [94] is abundantly adopted in multi-source image fusion
for image enhancement, especially in the application of
remote sensing imaging by fusing infrared images and RGB
images. Because of the longer wavelength, the raw data of
MMW-Radar is not conducive to imaging immediately. The
spatial resolution of LiDAR is higher than that of MMW-
Radar, but the horizontal resolution and vertical resolution
are still far behind of optical image. At the same time, due
to different sampling rates and FOV of the sensor, it is nec-
essary to respective align them in time and space. The data
processing units of multiple sensors (so-called as a frame)
have different data formats and data volume sizes, so different
sensor frames need to be aligned. Space alignment means that
the same target detected by different sensors corresponds to a
unified coordinate system in the process of FSBDU. In recent
years, some studies have focused on MMW-Radar imaging
[95], [96], but still not enough to distinguish multiple targets
in complex scenes. Some studies using radar or LiDAR to
generate raster maps and then fuse with optical images, which
can also be considered as FSBDU methodology. Generally
speaking, in the process of radar or LiDAR fused with the
camera, FSBDU is divided into two research orientation. One
is based on the results of barrier detection by radar or LiDAR
and generates a raster map, which is region-based fusion.
Another method is to take the optical images as the real
samples and generate the radar or LIDAR images through the
GAN [52]–[55].

In reference [97], the sensors, including radar, LiDAR,
camera, and GPS with a map was used to create an envi-
ronmental representation of the AD vehicle during driving.
Multiple accumulations of observational LiDAR data are
used to generate a grid map. Then each grid has a statis-
tical barrier of observed values, and there will be a risk

warning when the number is higher than a specific amount.
The recognized objects will be compared with the candidate
objects detected by MMW-Radar. If both of them show that
the region exists target, it will be integrated into the static
maps. Finally, the distance information is used to update the
position error of the vehicle and construct the safe driving
area. Reference [88] utilizes a deep learning method that
fuses the LiDAR point cloud and camera image for road
detection. The unstructured sparse point cloud is projected
onto the camera image plane and then obtains a set of dense
2-D images of the encoded spatial information that applied to
road separation. Moreover, a new conditional multi-generator
generative adversarial network (CMGGAN) is proposed in
reference [98], which can use the trained model and radar
sensor data to generate the environmental image straightway,
making comprehensive exploitation of all the environmental
characteristics detected by the radar sensor. On this basis,
the generated image and the optical image can be integrated
to perform FSBDU as [97] does. Reference [99] proposed
a dual static FMCW radar system, which was constructed
using a simple wireless synchronization scheme and a broad-
band omnidirectional antenna. It adopts imaging technol-
ogy compatible with the FMCW imaging system to provide
high-resolution images to detect objects inside a wall, which
fully demonstrates the superiority ofMMW-Radar in penetra-
tion. Generative adversarial network (GAN) allows any form
of data to be used directly to generate images, while it can
also use the data already obtained to generate better quality
data further. In reference [100], it considered that the LiDAR
or MMW-Radar consumed enormous computing resources
in the process of integrating with the camera. Therefore,
conditional GANwas used in this paper to reconstruct vibrant
semantic scene images from the LiDAR point cloud under the
supervision of the image, and the effectiveness of real-time
vehicle detection was verified through the KITTI data set.
Similarly, a LiDAR-based feature learning framework was
proposed in reference [101], which replaced the traditional
feature learning framework based on geometric matching in
the process of drawing construction. Besides, the mapping
result of SLAM is used to realize unsupervised location iden-
tification. Reference [102] directly spliced the up-sampled
point-cloud data of LiDAR with the image as the input of
AlexNet, to ensure that the input of the CNN contains the
image of depth information and obtain more accurate results.
Their method identified 100% of pedestrians and bicycles,
more than 97% of vehicles and other targets, and slightly less
trucks (88.6%).

Multi-source heterogeneous pixel-level fusion in the AD
process generally utilizes the resolvable unit of radar and
LiDAR or generated images and then extracts the environ-
mental characteristics and the target parameters from the
fusion data for further decisions. FSBDU directly merges
the data without deep information extraction [103]. Although
multi-source data can be fused to the maximum extent, there
is redundancy between the data, leading to low fusion effi-
ciency.
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B. FUSION STRATEGY BASED ON COMPLEMENTARY
FEATURES
The fusion strategy based on complementary features
(FSBCF) combines the features ofmulti-target extracted from
corresponding sensor data and then performs classification
and recognition by applying the fused multi-sensor features.
Since heterogeneous sensors can capture uncorrelated dimen-
sional features of the same target, which provides supe-
rior identification for target detection and recognition. The
extracted features in AD system include target parameters
extraction and data features extraction:
1) Target parameters extraction: it includes target infor-

mation such as size, distance, direction, velocity, and accel-
eration of the targets extracted from the pre-processing
data. Many studies extract location features of radar or
LiDAR targets and assist image recognition by generating
a region of interest (ROI), which directly converts the posi-
tion of the radar detection target into the image to form a
region.
2) Data feature extraction: the data feature is to extract

features such as target contour, texture, time-frequency char-
acteristics, and color distribution from the image or other
processed data for classification and recognition.

In computer vision, a large number of regions of inter-
est (ROIs) that may contain the target usually generated in an
image, and these ROIs are classified through the pre-trained
classification model. Moreover, the ROI with the highest
confidence is the location where the target is. Determining the
location of the target in this way requires enormous computa-
tion. Because of the advantages of LiDAR and MMW-Radar
in detecting the target position, the calculation amount is rel-
atively small. Therefore, many studies use radar and LiDAR
to extract the distance and azimuth information of the target
first and then map the position information into the image
data to generate fewer ROIs. Finally, the pre-trained model is
used to identify these areas of interest further and accurately
classify the category of the target. After extracting ROIs,
many studies applied machine learning methods for further
perception tasks. Traditional machine learning methods gen-
erally require the extraction of standard features, such as
Haar operator, HOG operator, and gray-level co-occurrence
matrix (GLCM) to extract features from images, and then
SVM [20], Adaboost [104], and other methods are applied
to classify these features. Recent researches tend to use the
neural network to achieve target classification and recogni-
tion, such as YOLO, CNN, and ANN. In reference [104],
the application of near-infrared camera and radar enables
reliable, real-time identification of pedestrians on AD vehicle
platforms. At the same time, the cascading enhanced classi-
fier is convenient for fusing the radar and camera information
to the feature layer. Radar-based human motion recognition
utilizes the time-frequency spectrogram of human motion,
and short-time Fourier transform (STFT) is a frequently
used method to analyze time-frequency characteristics [105].
By extracting the features of the same target from differ-
ent sensor data, the recognition accuracy of the target will

improve further, because the target features obtained by var-
ious sensors are in different dimensions.

However, the method based on deep learning has more
advantages in recognition accuracy and does not need an arti-
ficial feature extraction process. Without the artificial feature
extraction process, the fusion process based on complemen-
tary features needs to be embedded into the neural network
architecture. Therefore, the research on feature fusion based
on multi-sensor data has almost stopped with the emergence
of deep learning. In recent years, FSBCF mainly uses the
position characteristics of LiDAR and MMW radar for com-
plementary fusion.

Long-term and short-term memory (LSTM) unit super-
position recurrent neural network (RNN) is another new
methodology to extract sequence features to automate motion
classification in reference [106]. Reference [72] proposed a
process of fusion sensing of MMW-Radar and camera. The
radar coordinates, including distance and angle information,
are transformed into corresponding image regions, and then
the ROIs are classified by the deformable part model (DPM).
The recognition result was inferred at a detection accuracy
of 98.4%. Moreover, the candidate target coordinates are
produced by LiDAR in reference [107]. Reference [108]
applied a super-region model to describe targets shape in 3-
D form after generating ROIs from point cloud images, and
finally performed 3-D classification and target detection. Ref-
erence [109] proposed a hybrid random field model fusing
camera and LiDAR feature based on the conditional random
field model to segment the road in front of the vehicle.
A large number of experiments have been carried out on
the KITTI-ROAD benchmark dataset, and which shows that
this method is superior to the existing method. It is worth
mentioning that in reference [88], the data of the LiDAR and
the camera are carried out by using the fully convolutional
neural network (FCN). Three fusion strategies were adopted
to combine LiDAR and camera data, including early fusion
strategy (EFS), late fusion strategy (LFS), and cross fusion
strategy (CFS), and FCN was used to generate safe driving
areas on current roads. The whole FCN consists of 21 layers.
EFS directly connects the LiDAR data and camera data to
form the 6-dimensional tensor and then uses FCN to train the
data to generate a safe area; LFS passes two different kinds of
data through the first 20 layers and fuses two different outputs
in the last layer; CFS introduces a weighting with another
data layer at each layer and fully fused at the last layer. These
fusion strategies combine the data of various sensors well and
make the full fusion of the different sensors. However, due
to the different amount of information obtained by sensors,
it is not considered that different data should have different
network depth in the fusion process.

FSBCF requires a certain degree of information extraction
on the raw data and combines the uncorrelated dimensional
features or parameters detected by multiple sensors. Higher
dimension features have a more distinguishable ability in
the target recognition, thus improving the efficiency of the
fusion and breaking through the inherent defects of a single
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sensor [110], [111]. In recent years, the research on combin-
ing the features of multi-sensor is not carried out enough on
account of straightforwardly apply the existing neural net-
work architecture of visual pattern recognition. Most of the
research is based on themethod of target parameter extraction
to realize the FSBCF fusion strategy.

C. FUSION STRATEGY BASED ON TARGET ATTRIBUTES
Fusion strategy based on target attributes (FSBTA) is a dis-
tributed data processing procedure, in which each sensor
extracts target parameters and recognizes different target
to form a target list. Multiple target lists will be fused to
acquire reliable and authentic target information, avoiding
false alarms, and missed inspections. In reference [16], mul-
tiple cameras, MMW-Radar groups, and LiDAR are applied
to extract targets in the traffic environment and generated
corresponding target lists. The generated target lists make it is
possible to plan a safe driving area of AD vehicle for avoiding
the potential risk of collision.

The extracted motion information of MMW-Radar pro-
vides ROIs for the image primarily in reference [48], and
then the convolutional neural network (CNN) is applied to
identify the target in the ROIs. Meanwhile, the target lists
perceived by the MMW-Radar and camera were matched
and merged, respectively. Fused information includes target
type, distance, speed, angle, and angular velocity. The fusion
result tolerates the missed detection of a single sensor to a
certain extent and improves the robustness. Approximately
in reference [112], 2-D Fast Fourier transform (2FFT), and
sparse feature detection are respectively applied in a radar
and vision subsystem to extract motion parameters of multi-
target. Moreover, the Gaussian inverse Wishart probability
hypothesis density filter (GIW-PHD) is applied to track the
segmented objects. In reference [113], low-level information
fusion performed by LiDAR and camera and then applied the
range and angular information of LiDAR to generate ROIs
in corresponding images, and they merged the target lists
generated by LiDAR, MMW-Radar, and camera ultimately.
Target fusion handles the complementarity between sensors.
The camera provides high levels of 2-D information such as
color, intensity, density, and edge information, while LiDAR
provides 3D point cloud data. By obtaining as many attributes
as possible, it facilitates human-computer interaction and
intent recognition. The fusion processing of LiDAR and cam-
era sensors is applied for pedestrian detection in reference
[46]. Moreover, the 3-D point cloud data is adopted to detect
the shape of the target further in this study to reduce the
false alarm rate and cope with the target occlusion problem
in camera-based pedestrian detection. In this paper, the target
information of LiDAR generates ROIs for the image. At the
same time, the target lists recognized by LiDAR data and
images are matched to maximize the detection speed and
achieve an average detection accuracy of 99.16% for pedes-
trian detection. Reference [114] used a stereo camera and
LiDAR to detect the lane change behavior of the front vehi-
cle. They used the neural network model based on particle

swarm optimization to classify the distance, radial speed
and horizontal speed of the vehicle to recognize the lane
change behavior, and the final comprehensive recognition
rate reached more than 88%.

When FSBTA integrates the data, the level of abstraction
of the data is between FSBCF and FSBMD. This kind of
fusion strategy adopts multiple sensors to perceive the targets
and fuses the extracted target attributes or environmental
features. This fusion strategy will improve the stability and
reliability of the perception system to confront a single sensor
may be subjected to false alarms or missed detection during
independent detection and identification.

D. FUSION STRATEGY BASED ON MULTI-SOURCE
DECISION
Fusion strategy based on the multi-source decision (FSBMD)
makes a preliminary decision on the location, attributes, and
categories of the target by single sensor data, and then adopt
the specific fusion strategy to combine the decisions obtained
by multiple sensors roundly, and appropriate methods are
applied to achieve the eventual fusion result. FSBMD integra-
tion directly makes decisions for specific goals, and the accu-
racy of the final decision results is directly dependent on the
fusion effects. FSBMD can usually be divided into decision
fusion, decision making, credibility fusion, and probability
fusion [115]–[118].

The methodologies of FSBMD commonly contain
subjective Bayesian probabilistic reasoning method,
Dempster-Shafer (D-S)-evidence-theory-based reasoning
method, artificial intelligence (AI) method, and fuzzy sub-
set theory method. Reference [16] proposed a multi-sensor
platform for AD, which is applied to extract the road edges,
lane signs, traffic signs, obstacles, and motion parameters of
targets by data processing. Decision-making strategy based
on target information in the platform can facilitate to control
the motion state of AD vehicles. Reference [36] proposed
a multi-modal vehicle detection system combining artificial
neural network (ANN) post-fusion strategy, in which adopted
optical image, 3-D LiDAR range data, and reflectance data
as three different modalities with a respective detection pro-
cess, and joint re-scoring and non-maximum suppression are
adopted to fuse the decision of each modal. Moreover, com-
paredwith individual modal, the target detection performance
of FSBMD has improved by 1.2 percentage points. Refer-
ence [113] proposed a framework for combining comprehen-
sive fuzzy theory with the nervous system. This framework
combines Kalman separation and fine processing criteria
to construct an effective information combination strategy
for the target tracking framework. Fuzzy sets provide new
ideas for the development of data engineering, processing
systems, selection, and information analysis. The adaptive
neuro-fuzzy inference system (ANFIS) is one of the most
influential neural system frameworks. ANFIS has strong
acceptability and predictive ability and is a proficient tool
for managing empirical instability in any framework [119],
[120]. Moreover, an evidence fusion framework based on the
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D-S evidence theory is proposed in reference [90] to cope
with the vulnerability of sensor data to noise and the uncertain
motion of the targets. Then a reliability function is com-
bined with the measured value to establish a classification
index to classify the target, especially pedestrian detection.
Also, the confidence function in the paper redistributes the
probability provided by the sensor to make reliable decisions
when the uncertaintymodel is inaccurate. Reference [91] pro-
posed a combination of camera, GPS, and on-board sensors
for accurate positioning of vehicles. By using the extended
Kalman filtering algorithm, they fused GPS information
and visual odometry and improved the accuracy by 40%
compared with traditional GPS positioning methods.

FSBMD synthesizes several decisions made by different
sensors, and the performance of the fusion strategy deter-
mines the ultimate fusion effect. Through information fusion
at this level, the final decision directly produced [121]–[123].
This method can effectively avoid the uncertainty and unreli-
ability caused by relying on the perception results of a single
sensor as the final decision. However, FSBMD does not
significantly improve target detection performance from the
data processing level, and data complementarity is relatively
low. In some studies, this strategy often combinedwith others.

E. ANALYSIS OF FUSION STRATEGIES AND
PERCEIVED RESULTS
Different studies apply different strategies to various tasks or
scenarios, and the specific methods used in the implemen-
tation process are also different, it is difficult to compare
which strategy is better. However, from the perspective of
information fusion, FSBDU, and FSBCF can make the best
use of the complementarity of different sensor data. Besides,
some studies also adopt a combination of various strategies
to improve the reliability of fusion further.

In table 2, we summarize the specific tasks accomplished
by various sensors in different studies. In terms of spe-
cific sensing tasks, the current researches include two cate-
gories: moving target perception and environment perception.
Among them, moving target perception includes pedestrians,
vehicles, bicycles, and other obstacles. Some studies only
realize the detection and recognition of this target, while
others further analyze the movement trend of the target based
on recognition results. By analyzing the motion trend, the tar-
get tracking loss can be avoided, because it is difficult to
ensure the consistency of the detection of each frame. The
next chapter discussed how to decide the existence of the
object and generate the trajectory of the object. Besides, some
studies combine lane line detection with obstacle detection
to plan the safe driving area in front of the AD vehicle.
Meanwhile, some studies have visualized the data on this
basis. Of course, visualization of the information is necessary
to verify that the safety zones correctly demarcated, but not
essential for AD at L4 or L5 levels. Moreover, when various
sensors used for target identification and tracking, due to
the different spatial positions placed by different sensors,
data sampling rate, and FOV, a target corresponds to several

different coordinate systems in various data. It is necessary
to unify these coordinate systems to obtain the target position
information after fusion. Current sensor calibration mainly
includes calibration of MMW-Radar and camera and calibra-
tion of LiDAR and camera.

At present, during the AD process, it mainly relies on
the camera, LiDAR, and MMW-Radar to complete the tar-
get detection and recognition. The introduction of other
sensors (such as communication devices, GPS/IMU) will
further expand the dynamic sensing range of the vehicle.
Of course, as shown in table 2, part of the research has started
related research. Moreover, RCLUGIV refers to radar, cam-
era, LiDAR, ultrasonic, GPS, IMU, and V2X, respectively.
The next chapter will introduce themotionmodel of the target
and the tracking method of multiple targets in detail.

IV. TARGET TRACKING AND DATA ASSOCIATION
In the process of driving, the driver will continuously observe
the traffic situation. In addition to observing traffic lights, it is
more important to analyze and predict the behavior intentions
of vehicles and pedestrians. For achieving this goal, it is nec-
essary to track multiple potential security threats in real-time
and analyze the movement trend and intention of the target
according to the tracking results. In this way, AD vehicles can
make correct decisions in advance to avoid the occurrence of
dangers. For analyzing the intention of the target, it is neces-
sary to model the motion mode of different targets, and then
judge themotion state of the target based on themotionmode,
such as stationary, constant speed, accelerating the motion
and turning. Moreover, in a complex traffic environment, it is
difficult for different sensors to ensure the consistency of
the front and rear frames of the target detection due to the
existence of interference factors. For the safety decision and
motion planning of the autonomous vehicle, it is necessary to
ensure the accurate tracking of multiple targets even if the
target lost in the current frame. Also, due to the fusion of
multiple sensors, different sensors generate different tracking
trajectories for multiple targets. Therefore, specific fusion
strategies should be adopted in the tracking process to ensure
the reliability of the final result. The following sections of
this chapter will discuss in detail the motion model and the
tracking strategy adopted in the multi-target tracking process.

A. MOTION MODEL
The time series of humanmotion has always been an arrestive
research topic [132]. Pedestrian detection is a significant
portion of AD, and relevant researches have carried out in
recent years [133], [134]. Reference [135]–[139] proposed
corresponding vehicle motion models. Specifically, to facili-
tate target tracking and state prediction, the constant veloc-
ity (CV) model and the constant acceleration model (CA)
of the target are proposed in reference [89]. Reference [128]
further proposed vehicle models including constant velocity
lane keeping(CVLK) model, constant acceleration lane keep-
ing(CALK) model, constant velocity lane changing (CVLC)
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TABLE 2. Task analysis based on sensor fusion.

model, and constant acceleration lane changing (CALC)
model.

Generally speaking, if the motion model is too compli-
cated, the computation will increase dramatically; on the
contrary, if it is too simple, the tracking performance will
be affected. Different motion models include two categories:
the linear motion model and the nonlinear motion model. The
appropriate model can significantly improve the performance
of the vehicle tracking system. Moreover, reference [140]
proposed more general models including constant velocity
(CV), constant acceleration (CA), constant turn rate and
velocity (CTRV), constant turn rate and acceleration (CTRA),
the constant curvature and acceleration (CCA) and constant
steering angle and velocity (CSAV). Besides, the state tran-
sition diagram of these motion models is shown in Fig. 8,
which is the angular velocity of steering, is accelerated speed
and is steering angle. Tracking based on a motion model can
achieve better tracking performance and accuracy. Moreover,
by analyzing the motion state of the target through the motion
model, the intention of the target can be further identified

FIGURE 8. Motion model state transition diagram in [128].

[140]–[143]. Further target tracking algorithms will be dis-
cussed in the rest of this part.

B. CLASSIFICATION OF TARGET TRACKING PROBLEM
The target tracking process is to match the current measure-
ment of the sensor with the historic track. However, when
confronted with the tracking issues of multiple sensors and
multiple targets, things get complicated. In different scenarios
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and applications, the number of targets may be different from
monitored targets by multiple sensors. Multi-target tracking
issues with multi-source heterogeneous data include four
situations.

1) SINGLE SENSOR TRACKS SPARSE TARGETS (S2S)
S2S mainly considers multi-target tracking under sparse situ-
ations, which means multiple targets will not be interactional
[144], [145]. If there is no tracking ambiguity in the multiple
targets tracking, the appropriate methodologies include the
nearest neighbor (NN) algorithm, corresponding improved
NN algorithm, Kalman filter, and Bayesian filter-based algo-
rithm, and both of them are relatively mature and have a wide
application.

2) SINGLE SENSOR TRACKS MULTIPLE TARGETS (S2M)
Compared with multiple sparse targets, multiple targets in
S2M have such situations as distance resolution blurring or
overlapping occlusion, and the global data association algo-
rithm can be adopted [146], [147].

3) MULTIPLE SENSORS TRACK SPARSE TARGETS (M2S)
Similar to S2S, the target distribution is sparse. However,
regarding the same target tracked by multi-sensor, the target
location between multiple sensors exists a difference in time
and space [19], [113]. Besides, the data form of different
sensors and processing methods vary. K-nearest neighbor
(K-NN) algorithm, federated Kalman filtering (FKF), and
joint probabilistic association algorithm (JPDA) and related
improved algorithms are often adopted for the M2S.

4) MULTIPLE SENSORS TRACK MULTIPLE TARGETS (M2M)
For capturing the motion information of multiple targets from
a single perspective, there are problems of data overlap and
trajectory crossover in M2M. In the structured urban envi-
ronment, the targets’ behavior is often quite related to the
surrounding environment, which makes the M2M problem
special [89], [125], [126]. At present, the applied methods
include JPDA and its improved algorithm, multi-objective
hypothesis tracking (MHT), RFS theory. Specific methods
are described in the next subsection.

C. DATA ASSOCIATION METHOD
As discussed above, the data association of multiple sensors
includes two cases: one is the track association of a single
sensor, which associates the current tracking result with the
historical tracking trajectory; and another is to consider corre-
lating the measured values of multiple sensors with the track-
ing trajectories of multiple targets in history. The basic ideas
commonly used in current research are mainly divided into
the nearest neighbor algorithm, improved algorithm based on
Kalman filter, the improved algorithm based on the Bayesian
filtering idea, the algorithm based on probability data asso-
ciation, and method based on the random finite set. These
methods are discussed in detail in the following sections.

1) THE NEAREST NEIGHBOR (NN) ALGORITHM
The nearest-neighbor algorithm is simple, effective, and easy
to implement, which is suitable for multi-target tracking with
sparsity. When the nearest neighbor algorithm is applied
to cope with the dense group targets and multi-sensor data
association, the optimal solution in the statistical sense will
lead to the wrong association matching. In reference [148],
a data association method called RTK-GPS is proposed and
compared with the NN algorithm and JPDA algorithm. The
running time of NN, RT-GPS, and JPDA is 0.012193 ms,
0.29354 ms, and 2.5 ms, respectively. Their root means
square errors were 0.9232, 0.3979, and 0.4378, respectively.
Moreover, with the number of targets increases, JPDA algo-
rithm will not be suitable for AD vehicles to track targets
in real-time.In reference [149], the squared Mahalanobis
distance is adopted to manage the association problem of
sensor measurements and historic tracks. In reference [89],
the nearest neighbor data association (NNDA) and the JPDA
method combined with interactive multiple-models (IMM),
and extended KF (EKF) are applied to cope with target track-
ing and data association, and the performance is compared
and analyzed. The results showed that the root means square
error of target distance (over 1000 m) in different directions
obtained by the JPDA algorithm was about 5 m higher than
the NNDA algorithm. Besides, the average time spent by
JPDA is 5.993115 s, while NNDA is 1.342506 s. Therefore,
NN has the advantage of low algorithm complexity when
dealing with sparse target tracking problem while JPDA suf-
fers from poor performance.

2) THE METHOD BASED ON KALMAN FILTER
KF is a recursive algorithm, which can estimate the current
state of the target by obtaining the previously observed tar-
get state estimation and the measured value of the current
state [150]. FKF can be applied to solve the problem of
multiple sensors tracking multiple targets. In reference [5],
a method combined with fuzzy adaptive fusion and wavelet
analysis is proposed to decompose the linear process model
into a series of simpler subsystems and apply multiple KF to
estimate the states of these subsystems separately. Combined
KF and adaptive neuro-fuzzy inference system (ANFIS)
in reference [113], an effective information combination
method constructed for the target tracking framework, which
has better precision and performance than the traditional
KF algorithm. Similarly, in reference [37], according to the
weighted average of the predicted states and the estimated
status update based on the current measurement, the lower
weights are given to the states with higher uncertainties in
the measurement update step. Besides, FKF is applied to
process the measurements from radar, LiDAR, camera, and
other sensors, reducing the statistical noise and other errors.
In reference [148], KF is applied to measure the simple
experimental scene. The problem of the basic KF is that it
cannot estimate the nonlinear system accurately. KF can only
accurately estimate linear systems, but it is difficult to reach
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the optimal estimate in nonlinear systems. Therefore, some
researches adopted EKF and its improved algorithm. Due to
the nonlinear motion process of vehicles, the EKF is adopted
in reference [125] to linearize the nonlinear problem. The
Unscented KF (UKF) is another widely applied improved KF
algorithm. UKF adopts a statistical linearization technique to
linearize nonlinear functions of random variables by linear
regression of n points (also known as sigma points) collected
in prior distribution [151]. Since UKF considers the expan-
sion of random variables, this linearization is more accurate
than Taylor series linearization in EKF.

3) THE METHOD BASED ON BAYESIAN FILTER
The Bayesian tracking method mainly tracks multi-targets
with multi-modes of probability density (PD) and approxi-
mates each mode with component PD. Particle filter (PF),
a modified Bayesian algorithm, can effectively cope with
the nonlinear and non-Gaussian Bayesian estimation prob-
lem, which is suitable for solving the component PD esti-
mation problem. When the Bayesian algorithm is applied
for multi-target tracking to recursively estimate the state of
multiple targets and determine the current target number,
the sequence maximum-likelihood (ML) ratio is generally
applied to verify whether the target is existed or disappeared.

According to the test results (the appearance or disappear-
ance of targets), the mixed components representing multi-
ple targets can be determined to add or delete, so that the
multi-modal posterior PD can be updated and maintained.
Reference [152] established the relationship model between
target kinematics and class by adopting a Bayesian network.
The Bayesian method and D-S method widely applied in
recognition and sensor fusion. D-S method overcomes the
problem that the Bayesian method cannot express incomplete
or uncertain evidence. PF is a specific form of Bayesian
filter, and the performance of PF elaborated in reference
[127] for tracking vehicle targets in detail. The improved
particle filter is proved to be superior to KF through practical
tests. The front car tracking and prediction of the driver’s
intention algorithm are proposed in reference [153] combined
with hybrid PF and IMM (IMM-PF). Then an improved PF
algorithm is proposed to track vehicle targets to solve the
problem of data correlation. The results show that the per-
formance of the improved PF increased in an extreme situa-
tion. Reference [154] further proposed the multi-sensor track
fusion algorithm, which adopted the ML fusion rule to deal
with the correlation between the measurement of multiple
sensors and multiple targets. The covariance matrix is applied
to represent the correlation between multiple measurements
updated by a fusion center decision. Moreover, compared
with the naive algorithm and centralized KF, the experimental
result demonstrates that the proposed Bayesian algorithm can
reduce the mean square error (MSE). In reference [128],
the Bayesian filtering is applied to complete multi-target
tracking and introduce the road constraints into the algorithm.
Due to the limitations of sensors and environment, such as
short detection range, narrow field of vision, signal noise,

and unexpected occupied obstacles, which lead performance
constraints, the road geometry information is applied to the
tracking algorithm to overcome the tracking constraints based
on the vehicle sensors. With the continuous improvement
of traffic facilities in the future, the structural features of
roads will be more and more prominent. The introduction
of structured constraints can improve algorithm performance
and simplify the target motion model.

4) THE METHOD BASED ON PROBABILISTIC
DATA ASSOCIATION
Probabilistic data association (PDA) is an extensively applied
algorithm with many improvements. It verifies all the mea-
sures and estimates the motion state and covariance of the
target, rather than merely adopting a single measure [155].
JPDA algorithm is proposed to deal with multi-target track-
ing, which considers the joint distribution probability of mul-
tiple marginal distributions [156].

In reference [157], an algorithm called PDA feedback PF
(PDA-FPF) is proposed to solve the data association uncer-
tainty, which shows the performance of PDA-FPF is close
to the ideal JPDA. However, JPDA suffers the problem of
massive computation. Furthermore, the exact nearest neigh-
bor PDA (ENNPDA) [158], Joint integrated probabilistic data
association (JIPDA) [159], and other improved algorithms are
proposed to simplify the algorithm by sacrifice the precision.
Reference [89] and [148] show that the JPDA algorithm
has a superior correlation accuracy compared with the NN
algorithm, but the computation is enormous in the meantime.
JIPDA introduces the probability of the existence of the target
as the trajectory quality measurement [159], which has appar-
ent effectiveness in target automatic tracking that can cope
with the tracking of adjacent targets or overlapping targets
to some extent. However, it also suffers from the problem of
tracking clustering. On the other hand, JIPDA still merges
the trajectories of two targets in response to the problem
of two targets accompanying each other for a short period.
JIPDA filter combined with JPDA perfectly solves this prob-
lem [160]. In reference [125], JIPDA is adopted tomanage the
emergence and disappearance of multiple targets. Then the
real datasets in urban traffic scenarios are applied to prove
the performance of JIPDA inAD.Moreover, multiple hypoth-
esis tracking (MHT) algorithm is a further improvement of
the JPDA algorithm. Data association can be automatically
started or terminated when the target appears or disappears.
Its scalability is limited because it relies too much on the prior
knowledge of target and noise. In reference [126], the MHT
filter algorithm is applied to realize the tracking manage-
ment of multiple targets. MHT filter analyzes each track and
measurement value according to whether sensor data support
each track. The sequential likelihood ratio test was carried
out for each trajectory through two hypothesis conditions,
and the scores were calculated sequentially based on the sta-
tistical decision function. If the score exceeds the threshold,
the measurement is validated and updated as a track. Refer-
ence [161] combined the RFS theory and the advantages of
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JPDA, presents a covariance control JIPDAfilter (CCJIPDA).
Meanwhile, a detailed comparison of multi-target tracking
algorithms, including JIPDA, ENNJIPDA, JIPDA*, RFS,
and CCJIPDA. Distinctly, the improved algorithm achieves a
preferable tracking effect in the tracking process of adjacent
or overlapping targets, but the relevant AD researches do not
adopt it.

5) THE METHOD BASED ON RANDOM FINITE SETS
The RFS theory extends the Bayesian filtering framework of
a single target directly to the multi-target tracking problem.
RFS can avoid complex correlation process and estimate
the number and state of targets, which is suitable for deal-
ing with dense multi-target tracking. However, the appli-
cation is difficult because the calculation process involves
a complex set of integral operation. Several typical fil-
ters are proposed to change this situation in the present
study. The improved algorithms include Generalized labeled
multi-Bernoulli (GLMB) filters, Cardinalized PHD (CPHD),
multi-target multi-Bernoulli (MeMber), and Generalized
labeled multi-Bernoulli (GLMB) filters. Mahler puts forward
a probability hypothesis density (PHD) method based on
RFS [162], [163]. PHD filter can track a variable number of
targets and estimate the number and location of targets. Data
correlation is not necessary, but the correlation of the same
target between frames is not possible.

Reference [127] proposed to realize multi-target tracking
by combining data association with PHD filter. The first is
to divide the data in the target extraction phase into clus-
ters around each target and apply these distinctions between
frames to achieve orbital continuity. The second is to apply
the previous target state and motion model to estimate the
target in the next frame. However, the motion model will be
intractable to establish in practice when the target motion
is nonlinear. Moreover, in the application of AD in refer-
ence [112], the image feature track and Gaussian mixture
data based on MMW-Radar state estimation are applied to
segment moving targets, and Gaussian inverse Wishart prob-
ability hypothesis density filter (GIW-PHD) is adopted to
track the segmented targets. Generally, RFS has a complete
theoretical basis, without complex data association, and can
estimate the number and status of multiple targets at the same
time. In recent years, it has achieved rapid development.

V. DISCUSSION AND CONCLUSION
A. DISCUSSION
With more and more sensors installed on AD vehicles,
making full use of multiple different sensors to realize
fusion perception can improve the reliability of the system,
increase safety redundancy, and reduce the massive compu-
tation brought by distributed data processing. In this survey,
we focus on the different information fusion strategies of
different sensors in recent years. In these studies, target recog-
nition and tracking or environment perception have realized
by using the data of various sensors. The accuracy of data

analysis improved by combining with the latest deep learning
network, and the perceived results are also superior to a single
sensor. However, through this survey, we find that there are
still some shortcomings in the current multi-sensor fusion
process, and we proposed the following improvements.

1) BETTER COMBINE MULTI-TARGET TRACKING RESULTS
WITH IMPROVING AD SECURITY
Skilled drivers often make the right decision to control the
vehicle by judging the intention of the surrounding target
movement. For achieving AD at the L4 and L5 levels, it is
necessary to have an accurate understanding of the intentions
of the surrounding targets. However, most researches focus
on the accurate classification and recognition of targets but
ignore the analysis of target intention. In part A of section IV,
some studies have proposed using the dynamic model of the
target as the intention to identify the target, but there is a
lack of multi-sensor data fusion. This process can be achieved
more effortless by combining the data from multiple sensors
since the speed, distance, acceleration, and other information
of objects can be captured by radar or LiDAR, and the camera
or LiDAR can identify the specific type and posture of targets.
Also, the intention of the vehicle to turn can be identified by
identifying the turn signal. However, combined with V2X,
this information will be easier to capture, because each vehi-
cle has its motion information, which can be easily broad-
cast through the roadside unit, avoiding double calculation,
and the perception range can be greatly improved. With the
popularization of 5G, mobile phones may also link to vehicle
communication networks to realize information exchange.
The measurement of the sensor needs to be further matched
with this data to avoid errors. Therefore, the practical appli-
cation of various sensor information to identify the intention
of the target will make the whole process more accurate and
efficient.

2) DEEP LEARNING NETWORK AND DATA FUSION
MATCHING
As mentioned above, in recent years, more and more
researches have focused on the application of deep learning to
AD to improve the reliability of the system. However, for data
fusion, the problem is that the sensor fusion process did not
integrate into the network structure in most researches. The
latest image recognition network has widely applied in target
recognition and region segmentation, which have achieved
good results. However, the end-to-end network structure is
difficult to integrate heterogeneous data. Through this inves-
tigation, we found that the fusion of multiple sensors can be
realized from the following two perspectives by using deep
learning:

• Adopting the partial concurrent network structure to
realize the fusion of multiple sensors by taking multi-
ple sensor data as the input and concurrent processing
results as the input in the middle layer of the network.
Through a large number of data training, the network can
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learn the data characteristics of various sensors and can
conduct fusion in the middle feature layer. At the same
time, the depth of the network needs to take into account
the data amount, sampling rate, and channel number of
different sensor data.

• Another method is to use the idea of supervised learning
to achieve data fusion. One sensor data supervises the
data of another sensor to enhance the supervised sensor
data. For example, GAN is used to monitor the radar
data or the LiDAR point cloud to generate more accurate
data, which is discussed in detail in FSBDU.

3) COMBINING SENSING SENSORS, LOCATING SENSORS
AND COMMUNICATION TECHNOLOGIES
In section II, we have discussed and compared the detection
capabilities and working distances of different sensors. Sens-
ing sensors include radar, LiDAR, camera, and ultrasonic
sensors, positioning sensors to include GPS and IMU while
communication technologies cover V2X. The information
obtained from the positioning device and the high-precision
map is global, and the V2X also allows the vehicle to realize
real-time information exchange within a range of several
hundredmeters. The combination of the total informationwill
enable the autonomous vehicle to have amore comprehensive
perception range. As a prior knowledge, the map should be
better integrated with sensor data to provide environmental
information such as lane, intersection, and tunnel. Mean-
while, the dynamic data detected by the sensor (including
vehicles, obstacles, and pedestrians.) will also realize the
construction of a dynamic high-precision map. Through the
positioning sensor to obtain their position, combined with a
high-precision map, it is easier to build a dynamic driving
scene to plan a safe driving area.

B. CONCLUSION
In this survey, we focused on heterogeneous multi-sensor
fusion, including radar, camera, LiDAR, ultrasonic, GPS,
IMU, and V2X communication. In section II, we dis-
cuss the performance of the sensor in detail. With the
improvement of sensor performance, sensor detection tasks
become more diversified. In addition to cameras, radar
and LiDAR can also be used to classify and identify
targets, so fusion strategies have become more affluent.
The performance of different sensors may be limited in
some scenarios. Therefore, by analyzing these shortcom-
ings, it is necessary to fuse the heterogeneous sensor data.
In section III, we discussed heterogeneous sensor fusion
strategy in the study of the last few years, and all the
fusion strategy is summed up in four categories, includ-
ing discernible-unit-based fusion, complementary-features-
based fusion, target-attributes-based fusion, and multi-
source-decision-based fusion.With the increasing application
of deep learning, the relevant multi-sensor fusion strategy
needs to be further improved, especially the serial network
structure needs to be adjusted to adapt to the fusion of various
sensor data. The purpose of multi-target tracking is to obtain

the motion intention of the target, and the environment recon-
struction is to generate a safe driving area. However, it is dif-
ficult to do these tasks well with sensors alone, which need to
be combined with location sensors, maps, and V2X. Besides,
to form the perception ability to look around, AD vehicles
need the cooperation of a variety of similar sensors, which
need to cooperate closely with the whole system, and future
work should explain further.
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