
Received November 30, 2019, accepted December 21, 2019, date of publication December 25, 2019,
date of current version January 6, 2020.

Digital Object Identifier 10.1109/ACCESS.2019.2962314

CZT Algorithm for Multiple-Receiver Synthetic
Aperture Sonar
MENGBO MA , JINSONG TANG , AND HEPING ZHONG
Naval Institute of Underwater Acoustic Technology, Naval University of Engineering, Wuhan 430033, China

Corresponding author: Jinsong Tang (jinsongtangwh@163.com)

This work was supported in part by the National Natural Science Foundation of China under Grant 61671461.

ABSTRACT The compensation of slant range motion errors needs to be carried out after range pulse
compression in the signal processing of multiple-receiver synthetic aperture sonar (SAS). Whereas range
pulse compression cannot be performed as the first step in multiple-receiver SAS chirp scaling (CS)
algorithm, as it requires the transmitted signal to be linearly frequency modulated. For this reason, it is
difficult to combine CS algorithm with motion compensation. Besides, those imaging algorithms based
on interpolation, such as range-Doppler algorithm and wavenumber domain algorithm, have plenty of
computation load and large phase errors. Aimed at these problems, a CZT algorithm for multiple-receiver
SAS in the non-stop-hop-stop mode is proposed in this paper. The proposed algorithm can correct range
cell migration utilizing chirp-z transform, which avoids interpolation. Furthermore, the algorithm is easily
combined with motion compensation as it can process pulse-compressed data directly. This paper describes
the algorithm in 9 key steps, including the principle of correcting range cell migration utilizing chirp-z
transform in discrete domain. In the simulation and sea trial data processing, the proposed algorithm provides
image quality equal to the CS algorithm, and the algorithm is slightly more efficient than CS algorithm when
combined with motion compensation.

INDEX TERMS Synthetic aperture sonar, multiple-receiver, CZT algorithm, motion compensation.

I. INTRODUCTION
Synthetic aperture sonar (SAS) utilizes a uniform linear
motion of small physical aperture along the azimuth direction
to create a large virtual aperture [1]. However, due to the
wave, surge and the instability of sonar platform, it is difficult
for sonar platform to maintain uniform linear motion in ocean
environment [2], which results in motion errors. In a stan-
dard motion compensation procedure, the slant range motion
errors need to be corrected after range pulse compression.

Synthetic aperture techniques originated in radar field [3].
In order to overcome the conflict between high azimuth
resolution and useful mapping rate, practical SAS generally
applies a single-transmitter, multiple-receiver system [3], [4].
However, the basic image reconstruction algorithms in SAS
are still adapted from synthetic aperture radar (SAR) ana-
log. Up to now, the proposed block algorithms for multiple-
receiver SAS are mainly divided into three categories [5], [6]:
rang-Doppler (RD) algorithm [7]–[10], chirp scaling (CS)
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algorithm [11]–[13] and wavenumber domain (ωK ) algo-
rithm [14]–[16].

Among these three kinds of algorithms, CS algorithm has
the highest efficiency and phase preserving ability [17], [18].
However CS algorithm requires that the transmitted signal
be a linear frequency modulated (LFM) signal [19], and
when motion compensation is performed, it is necessary to
implement range pulse compression first, and then decom-
press the signal, which reduces the efficiency of the algo-
rithm. RD algorithm andωK algorithm can process the signal
after range pulse compression directly, but these algorithms
need interpolation to complete range cell migration correc-
tion (RCMC), which leads to plenty of computation and
phase errors [5]. In SAR, another two-dimensional frequency
domain algorithm called chirp-z transform (CZT) algorithm
has been proposed [20]–[23]. This algorithm realizes RCMC
by chirp-z transform in two-dimensional frequency domain,
which can process a non-LFM signal and pulse-compressed
data, and the efficiency of the algorithm is quite high. So this
paper studies the CZT algorithm for multiple-receiver SAS.

Firstly, the precise range history model of multiple-
receiver SAS in non-stop-hop-stop mode is presented and the
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approximate range history is obtained with some approxima-
tions. Then the principle of RCMCutilizing chirp-z transform
is analysed in discrete domain. Finally, the flow chart of
CZT algorithm for multiple-receiver SAS is derived. The
first step is compensating the phase errors introduced by
non-stop-hop-stop mode and separate transducers for trans-
mission and reception. The second step is converting the sig-
nal of multiple-receiver into the monostatic SAS equivalents
by arranging the signal in the azimuth direction [24]. The
last step is processing the signal with the monostatic CZT
algorithm to obtain the focused image, but the azimuth walk
caused by the non-stop-hop-stop mode needs to be corrected
before the azimuth IFFT, which is an additional procedure.
As the CS algorithm provides image quality equal to or better
than RD algorithm [19], [25], the CZT algorithm is compared
with the CS algorithm in the point target simulation and
sea trial data processing. Quantitative measures show that
the accuracy of the proposed algorithm is comparable to
that of the multiple-receiver SAS CS algorithm [24]. As far
as efficiency is concerned, the CZT algorithm for multiple-
receiver SAS is lower than that of the CS algorithm for
multiple-receiver SAS. However when the imaging algo-
rithms are combined with motion compensation procedure
in the multiple-receiver SAS, decompression processing is
needed if CS algorithm is adopted, while CZT algorithm can
process the signals after range pulse compression directly.
In this case, CZT algorithm is more efficient than CS algo-
rithm. So CZT algorithm is suitable for motion compensation
inmultiple-receiver SAS. Since this paper focuses on the CZT
algorithm for multiple-receiver SAS, it does not include the
motion compensation procedure, which has been preliminary
studied in [26], but further research is needed.

The contents of this paper are as follows: Section II
gives the precise range history model and its approximate
expression of multiple-receiver SAS. In Section III, the CZT
algorithm flow for multiple-receiver SAS is derived. The
effectiveness of the proposed algorithm is demonstrated with
the point target simulation and the sea trial data processing in
Section IV. The last section summarizes the paper.

II. THE ECHO MODEL OF MULTIPLE-RECEIVER SAS
The imaging geometry model of multiple-receiver SAS sys-
tem is shown in Fig. 1. The sonar platform moves along the
x axis with a uniform velocity v, and the coordinates of the
scene are defined as: the r axis represents the range direction
(scatterer orthogonal distance from the velocity v), and the x
axis represents the azimuth direction (scatterer location along
the velocity v).

Assume that the arbitrary point scatterer in the scene is
located at (r, 0). The distance between the transmitter and
the scatterer, and the distance between the ith receiver and
the scatterer can be expressed respectively as

Rt (t; r) =
√
(vt)2 + r2 (1)

Rr,i(t; r) =
√
(vt + vτi∗ + ui)2 + r2 (2)

FIGURE 1. The geometry of multiple-receiver SAS.

where τ ∗i is the signal round-trip propagation time of the ith
receiver, and ui is the distance between transmitter and the ith
receiver.

So the round-trip range history has the form

Ri(t; r) = Rt (t; r)+ Rr,i(t; r)

=

√
(vt)2 + r2 +

√
(vt + vτ ∗i + ui)

2
+ r2 (3)

Assuming that the transmitted signal is a LFM pulse signal,
the baseband form of the echo signal received by the ith
receiver can be expressed as

ssi(τ, t; r) = Aωr (τ )ωa(t)exp[−j2π f0Ri(t; r)
/
c]

× exp{jπKr [τ − Ri(t; r)
/
c]2} (4)

where f0 is the center frequency, c is the speed of sound in
the water, and Kr is the chirp rate of the transmitted signal.
The functionsωr (τ ) andωa(t) are transmitted signal envelope
and azimuth antenna weighting, respectively. A represents
the magnitude term of the echo signal, and if there is no
special explanation, the latter formulas omit the magnitude
term, which has nothing to do with the image quality.

According to [27], [28], the analytic expression of τ ∗i can
be derived, here we rewrite it as (5) shown, at the bottom of
the next page.

In order to get the approximate expression of (3), consid-
ering that the distance of the platform has moved along the
azimuth is slowly changing, the signal round-trip propagation
time τ ∗i in (3) can be approximated as that at center beam [24],
i.e. τ ∗i = 2r

/
c. So the round-trip range history can be

approximated as

Ri(t; r) =
√
(vt)2 + r2 +

√
(vt + v

2r
c
+ ui)

2
+ r2 (6)

Equation (6) can be further approximated [24] as

Ri(t; r) ≈ 2RI (t; r)+ δR(r) (7)
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FIGURE 2. Flow diagram of multiple-receiver SAS processing algorithm
based on the CZT procedure.

where RI (t; r) is the distance between the phase center and
the scatterer [9], [29], [30], i.e.

RI (t; r) =

√
r2 + (vt + v

r
c
+
ui
2
)
2

(8)

and δR(r) represents the high-order errors of range position
caused by the non-stop-hop-stopmode and separate transduc-
ers for transmission and reception, i.e.

δR(r) =
(v 2rc + ui)

2

4r
(9)

The high-order errors of range position δR(r) may impact
both the phase and the envelope location of the signal impulse
response (4), so the corresponding phase errors and time
delay errors must be compensated in the preprocessing stage.

III. ALGORITHM PROCEDURE
Rather than correcting the differential range cell migration
first like CS algorithm, the CZT algorithm completes the
bulk RCMC first by a phase multiplication, which is the
range-independent component of the range cell migration
effect [23]. Then the differential range cell migration is cor-
rected by chirp-z transform. So the RCMC procedure of CZT
algorithm and that of CS algorithm are reversed.

The flow diagram of multiple-receiver SAS processing
algorithm based on the CZT procedure is shown in Fig. 2.
In the following, we will discuss the multiple-receiver SAS
CZT algorithm in 9 key steps.

A. COMPENSATE THE HIGH-ORDER PHASE ERRORS
High-order phase errors caused by the non-stop-hop-stop
mode and separate transducers for transmission and reception
are compensated in this step. The high-order phase errors of

TABLE 1. Simulation parameters.

each receiver are different, which need to be compensated
with different phase term. For the ith receiver, the high-order
phase errors can be compensated by multiplying a phase term

H1,i = exp[ j2π f0δR(r)
/
c] (10)

Then the echo signal of the ith receiver can be written as

ss′i(τ, t; r) = ωr (τ )ωa(t)exp[−j4π f0RI (t; r)
/
c]

× exp{jπKr [τ − Ri(t; r)
/
c]2} (11)

B. RANGE FFT
According to the principle of stationary phase, the echo signal
shown in (11) is transformed to range Doppler domain, which
can be written as

Ss′i(fr , t; r) = Wr (fr )ωa(t)exp[−j4π f0RI (t; r)
/
c]

× exp(−jπ f 2r
/
Kr )exp[−j2π frRi(t; r)

/
c]

(12)

where fr is the frequency variable corresponding to range time
and Wr (fr ) is the Fourier transform of the pulse envelope.

C. COMPENSATE THE TIME DELAY ERRORS
The high-order errors of range position δR(r), or the cor-
responding time delay errors δR(r)

/
c, can be measured by

range resolution cell ρr = C
/
2Br , so it depends on the

velocity v, slant range r , the distance between receiver and
transmitter ui and the bandwidth of transmitted signal Br .
If the high-order errors of range position in the whole swath
vary with range more than a range resolution cell, compensa-
tion should be performed using interpolation or small range
blocks, which is usually encountered in motion compensa-
tion. If those errors vary with range less than a range res-
olution cell, compensation can be performed with reference
range. Certainly, the high-order errors of range position can
be neglected if less than a range resolution cell at reference
range.

τ ∗i =
c
√
(vt)2 + r2 + v(vt + ui)+

√
[c
√
(vt)2 + r2 + v(vt + ui)]

2
+ ui(c2 − v2)(2vt + ui)

c2 − v2
(5)
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FIGURE 3. The high-order errors of range position of different receivers.

To analyze the time delay errors, we present some sim-
ulation results and the simulation parameters are shown
in Table 1.Without losing generality, set the distance between
the transmitter and the receiver as -1.5m, 0m and 1.5m. The
simulation results are shown in Fig. 3.

We observed from Fig. 3 that the high-order errors of range
position vary with range much less than a range resolution
cell, and those at the reference range are also much less than
a range resolution cell, so the high-order errors of range posi-
tion introduced by the non-stop-hop-stop mode and separate
transducers for transmission and reception can be neglected.

To implement range pulse compression directly, the refer-
ence function is

H2 = exp(jπ f 2r
/
Kr ) (13)

The signal after neglecting the high-order errors of range
position and implementing range pulse compression can be
expressed as

Ss′′i (fr , t; r) = Wr (fr )ωa(t)exp[−
j4π (f0 + fr )RI (t; r)

c
] (14)

D. ARRANGE THE SIGNAL IN THE AZIMUTH DIRECTION
Assume that the multiple-receiver SAS system has N
receivers, and the sampling rate of each receiver is PRF.
If the condition v

/
PRF = NDr (Dr is the length of receiver)

is satisfied, the echo signal from those N receivers can be
converted into the monostatic SAS equivalents, by arranging
those signals in the azimuth direction, whose sampling rate is
N × PRF . At this stage, the slow time t changes to t ′, but for
simplicity, the variable t is still used.

E. AZIMUTH FFT
Utilizing the principle of stationary phase, the monostatic
SAS signal could be transformed into azimuth frequency
domain, which can be expressed as

SS ′′i (fr , fa; r) = Wr (fr )Wa(fa)exp(j
2π far
c

)

× exp(j
π faui
v

)

× exp[−j
2πr
vc

√
4v2(fc + fr )2 − (cfa)2] (15)

FIGURE 4. The signal trajectories in the range Doppler domain after bulk
RCMC.

where fa is the frequency variable corresponding to slow time,
andWa(fa) is the Fourier transform of the antenna weighting.
The second phase term of (15) has been processed in the

procedure of arranging the echo signal in the azimuth direc-
tion, which can be ignored in the follow derivation. Expand
the third phase term of (15) in a power series at fr , and keep
terms up to f 2r , then we get

SS(fr , fa; r) = Wr (fr )Wa(fa)exp(−j
4πrf0D

c
) (16)

× exp(−j
4πr
cD

fr )exp(j
crf 2a

2v2f 30 D
3
f 2r )

exp(j
2π far
c

)

D =

√
1−

c2f 2a
4v2f 20

(17)

where the subscript i has been omitted.

F. BULK RCMC AND SRC
The bulk RCMC and second range compression (SRC) can
be done with a phase multiplication in two-dimensional fre-
quency domain. The phase multiplication is

H3 = exp(j
4πrref
cD

fr )exp(−jπ
crref f 2a
2v2f 30 D

3
f 2r ) (18)

where rref represents the reference slant range.
After the phase multiplication, the signal can be expressed

as

SS ′(fr , fa; r) = Wr (fr )Wa(fa)exp(−j
4πrf0D

c
)

× exp[−j
4π (r − rref )

cD
fr ]exp(j

2π far
c

)

(19)

The signal trajectories after bulk RCMC is shown by the
red dashed line in Fig. 4. The range curvature effect at refer-
ence range has been corrected completely, so the signal tra-
jectory is a straight line. But differential range cell migration
still exists at non-reference range, so the signal trajectories
are curves.
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FIGURE 5. The signal trajectories in the range Doppler domain after
chirp-z transform.

G. CHIRP-Z TRANSFORM
Assume that the sampling frequency in the range direction is
fs and the sampling number is Nr , then the discrete form of
equation (19) is

SS ′(k, fa; l) = Wr (k)Wa(fa)exp(−j
2π
NrD

kl) (20)

× exp[−j(
4π f0D
c
−

2π fa
c

)(rref +
c
2fs

l)]

k = −
Nr
2
, · · · , 0, 1, · · · ,

Nr
2
− 1 (21)

l = −
Nr
2
, · · · , 0, 1, · · · ,

Nr
2
− 1 (22)

In order to correct the range-variant differential range cell
migration, variable-scale Fourier transform from frequency
domain k to spatial domain l is implemented for SS ′(k, fa; l),
and the transform kernel is exp(j2πkl

/
NrD). The specific

process is as follows:

2kl = k2 + l2 − (k − l)2 (23)

sS ′(l, fa) =
1
Nr

exp(j
π

NrD
l2)×

N−1∑
k=0

SS ′(k, fa; l)

× exp(j
π

NrD
k2)exp[−j

π

NrD
(k − l)2] (24)

That is to say, the two-dimensional discrete spectrum
SS ′(k, fa; l) is multiplied by exp(jπk2

/
NrD), then the result

is convoluted with exp(−jπk2
/
NrD), and then multiplied

by exp(jπ l2
/
NrD), where the convolution operation can be

implemented quickly by FFT.
The signal after chirp-z transform can be expressed as

sS ′(τ, fa) = sinc[Br (τ −
2r
c
)]Wa(fa)

× exp(−j
4πrf0D

c
)exp(j

2π far
c

) (25)

After chirp-z transform, the range cell migration in the
whole swath is corrected completely, so the signal trajectories
at any range are straight lines, which are shown by the blue
dotted line in Fig. 5.

H. AZIMUTH FILTER AND AZIMUTH WALK CORRECTION
In the non-stop-hop-stop mode, the target in the focused
image will have a slight azimuth offset from the ideal posi-
tion, which is called azimuth walk and could be corrected
with a phase multiplication. Azimuth walk correction can be
combined with azimuth matched filtering, and the reference
function is

H4 = exp(j
4π f0Dr

c
)exp(−j

2π far
c

) (26)

I. AZIMUTH IFFT
The last step is an azimuth IFFT, and then we can obtain the
focused image, which can be written as

ss′(τ, t) = sinc[Br (τ −
2r
c
)]sinc(Bat) (27)

where Ba is the Doppler bandwidth.

IV. POINT TARGET SIMULATION AND SEA TRIAL DATA
PROCESSING
In this section, we present some simulations to review the
imaging accuracy of the CZT algorithm. Based on the sea
trial data, we compare the efficiency of the CS algorithm and
CZT algorithm for multiple-receiver SAS.

A. POINT TARGET SIMULATION
In order to verify the effectiveness of the proposed algorithm,
the simulation of different range point targets is carried out
below, and the simulation parameters are shown in Table 1.
In the scene, five point targets are set at near range, center
range, and far range with coordinates of (220,25), (230,15),
(230,25), (230,35), (240,25).

The imaging results processed by different algorithms are
shown in Fig. 6. We observed that the two images, which are
processed by CS algorithm and CZT algorithm respectively,
are both focused well. The range and azimuth slices of the
two images at different range are shown in Fig. 7(a)-(f), from
which we can see that the range and azimuth slices processed
by CZT algorithm and CS algorithm are almost identical,
which shows that the imaging accuracy of the two algorithms
are similar.

Table 2 is the image quality parameters processed by
CZT algorithm, which can also represent that of CS algo-
rithm as the imaging accuracy of the two algorithms
are similar. The image quality is examined by impulse
response

width (IRW), peak sidelobe ratio (PSLR) and integrated
sidelobe ratio (ISLR). We observed from Table 2 that those
parameters of the simulation results at range and azimuth
direction are both close to the theoretical values, except the
ISLR at azimuth direction, which are about 2 dB lower than
the theoretical value due to the relatively large bandwidth.
Based on those quantitative measures, the effectiveness of the
proposed algorithm in imaging of multiple-receiver SAS can
be demonstrated.
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TABLE 2. Image quality parameters.

FIGURE 6. The imaging results processed by different algorithms (a) CS
algorithm, (b) CZT algorithm.

B. SEA-TRIAL DATA PROCESS
The parameters of sea-trial are the same as those of simu-
lation, as shown in Table 1 again. The sea-trial data are pro-
cessed in the following environment: processor Intel (R) Core
(TM) i3-3240 CPU@ 3.40 GHz; memory 8 G; operating sys-
tem Windows 7; professional 64-bit; software environment
Matlab 2010b.

The sea-trial data points are 12000 in the range direction
and 2520 in the azimuth direction. No weighting was used
in either range or azimuth directions during the imaging
processing. Fig. 8 (a) and Fig. 8 (b) is the images pro-
cessed respectively by CS algorithm and CZT algorithm.
Both of the two images are focused well as the sand dunes
on the sea floor are clearly visible. Comparing the two
images, it can be found that the image clarity and bright-
ness changes are almost identical. In order to observe the
details of the images, three partial zoomed plots at near,
center, and far range of Fig. 8(a) is shown in Fig. 8 (c)-(e)

FIGURE 7. The range and azimuth slices of different range point targets
processed by different algorithms (a) (b) The range and azimuth slices at
near range, (c) (d) The range and azimuth slices at centre range, (e) (f) The
range and azimuth slices at far range.

and those of Fig. 8(b) is shown in Fig. 8 (f)-(h). Even for
these partial zoomed plots, there is no difference between
the two algorithms. So the CZT algorithm has the same
focusing ability as CS algorithm, which proves the effec-
tiveness of the proposed algorithm in multiple-receiver SAS
imaging.

The average time taken for three imaging processes of
CS algorithm is 27.6 s, and that of CZT algorithm is
24.2 s. It is worth noting that the range pulse compression
is performed firstly during the imaging processing, which
is necessary for removing the motion errors in the motion
compensation. As the CS algorithm cannot process the pulse-
compressed data, the decompression operation has been
added, but the CZT algorithm is not affected, and still exe-
cuted according to the flow of Fig. 2. So when combined with
motion compensation, the CZT algorithm is slightly more
efficient.
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FIGURE 8. The imaging results of sea trial data. (a) Image processed by CS algorithm, (b) Image processed by CZT algorithm,
(c),(d),(e) partial zoomed plots of (a) at near, centre, and far range, (f),(g),(h) partial zoomed plots of (b) at near, centre, and far
range.
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V. CONCLUSION
According to the geometry ofmultiple-receiver SAS, the echo
range history model is given, and the CZT algorithm flow of
multiple-receiver SAS is deduced. The point targets simula-
tion and sea trial data process show that the imaging accuracy
of multiple-receiver SAS CZT algorithm is equivalent to that
of CS algorithm. As far as efficiency is concerned, the effi-
ciency of multiple-receiver SAS CZT algorithm is lower than
that of CS algorithm, but CZT algorithm can process the sig-
nal after range pulse compression directly, so when combined
with motion compensation, CZT algorithm is slightly more
efficient. Besides, CZT algorithm can process the non-LFM
signal directly.
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