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ABSTRACT In recent years, emotional recognition based on Electrophysiological (EEG) signals has become
more and more popular. But the researchers ignored the fact that peripheral physiological signals can also
reflect changes in mood. We propose an Ensemble Convolutional Neural Network (ECNN) model, which is
used to automatically mine the correlation between multi-channel EEG signals and peripheral physiological
signals in order to improve the emotion recognition accuracy. First, we design five convolution networks
and use global average pooling (GAP) layers instead of fully connected layers; and then the plurality
voting strategy is adopted to establish the ensemble model; eventually this model divides emotions into four
categories. Based on the simulations on DEAP dataset, the experimental results demonstrate the superiority

of the ECNN compared with other methods.

INDEX TERMS ECNN, emotion recognition, physiological signal, plurality voting.

I. INTRODUCTION

Emotion plays an important role in interpersonal communica-
tion and medical research. Emotion recognition is an essential
part of emotion research, and it is an interdisciplinary field
of computer science, neuroscience, psychology and cogni-
tive science [1]. Among them, “Affective Computing” is
a relatively authoritative technology. Affective computing
is that the computer can automatically identify, understand
and reflect human emotions. For example, computers can
recognize emotions from a person’s facial expressions [2],
voice [3], [4], blinking [5] and posture [6], etc. Most pre-
vious studies have focused on voice and facial expressions.
But in some cases, people cannot accurately reflect their
emotions into their facial expressions. For example, some
people deliberately hide their true feelings for some special
reasons, and patients who suffer from facial neuritis cannot
express affection [7]. In order to solve the above problems,
many researchers have proposed the emotion recognition
method based on peripheral physiological signals or Elec-
trophysiological (EEG) signals; and compared with the
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traditional methods, these two emotion recognition meth-
ods are more practical and reliable. Although some research
developments regarding the above two methods have been
achieved, there still exist some challenging problems. Firstly,
most studies are only absorbed in emotion recognition based
on peripheral physiological signals such as electrooculogra-
phy (EOG) or only focus on EEG signals; however, the cor-
relation between EEG signals and peripheral physiological
signals is ignored. Secondly, most researchers use manual
feature extraction method for EEG signal data; this method is
not stable, and it would probably further affect the accuracy
of emotion recognition.

In order to address the above challenging problems, our
contributions can be summarized as follows:

(1) To improve the emotion recognition accuracy,
the Ensemble Convolutional Neural Network (ECNN) is
employed to dig out the correlation between multi-channel
EEG signals and multiple peripheral physiological signals,
which can extract the effective features for four categories of
multimodal emotion recognition [8].

(2) The Global Average Pooling (GAP) strategy is adopted
to replace the traditional fully connected layers [9] in
order to address the overfitting problem, which also further
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improve the accuracy and stability based on the effective
utilization of information extracted by Convolutional Neural
Network(CNN).

The rest of this paper is organized as follows.
Section 2 introduces the relevant research on emotion recog-
nition. Section 3 mainly describes our proposal. The exper-
imental analysis and discussion are illustrated in section 4.
Finally, section 5 concludes the whole paper.

Il. RELATED WORKS

People’s EEG signals are objective and cannot be con-
cealed [10], which can accurately and intuitively reflect
people’s psychological status and emotional characteristics.
So it has attracted the attention of many researchers. Atkinson
and Campos [11] uses minimum Redundancy-Maximum-
Relevance (mRMR) to extract features from multi-channel
EEG signals, and then Support Vector Machine (SVM) is
used to classify emotions. Verma and Tiwary [12] prepro-
cessed EEG signals using kernel Principal Component Anal-
ysis (K-PCA), and they classified emotions using k-Nearest
Neighbors (KNN) and Support Vector Machine based on
Radial Basis Function (RBF-SVM). But the accuracy of emo-
tional recognition based on SVM is not high when dealing
with big data and multi-class classification problem. In order
to solve this problem, Zheng et al. [13] trained a Deep
Belief Network (DBN) by using the Differential Entropy
(DE) feature extracted from the multi-channel EEG as the
input, where Hidden Markov Model (HMM) is proposed as
an auxiliary method, to obtain a more reliable emotional
transition state. In addition, Zhuang et al. [14] adopted Empir-
ical Mode Decomposition (EMD) method to extract features
of multi-channel EEG signals, and EMD method can get
multiple Intrinsic Mode Functions (IMFs) and a single resid-
ual signal. They took the statistical features of IMFs as the
final feature selection, and then used the SVM for emotion
recognition. However, the effective information of EEG sig-
nals cannot be fully extracted because of the existence of
residual signal. All the methods mentioned above only used
EEG signal to identify emotions, and they did not take the
effects of peripheral physiological signals on emotions into
account.

In order to improve the accuracy of emotion recog-
nition, researchers proposed multimodal emotion recogni-
tion and began to use peripheral physiological signals to
assist EEG signals, so that various physiological changes
of human body can be fully considered in feature extrac-
tion. Yin et al. [15] performed emotional recognition on
single channel EEG signal and single peripheral physiolog-
ical signal. They first normalized each type of signal and
used ensemble classifier of stacked auto-encoder for emotion
recognition. Chen et al. [16] used K-Nearest Neighbor and
Random Forest to perform emotion recognition on multi-
channel EEG signals and a variety of peripheral physiological
signals.
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FIGURE 1. Flowchart of multimodal emotion recognition.

ill. METHODS

Our proposed methodology addresses two challenging prob-
lems. The first one is how to find the correlation between
multiple peripheral physiological signals and multi-EEG sig-
nals; the second one is how to improve the accuracy of
emotion recognition based on the extracted features. The
emotion recognition framework for dealing with multimodal
physiological signals is illustrated in Fig. 1.

A. ENSEMBLE CONVOLUTIONAL NEURAL NETWORK

We design an ensemble convolutional neural network
(ECNN) which is devoted to conduct emotion recognition
tasks, where CNN is used to capture the correlation between
multiple channel signals and Ensemble Learning (EL) is
employed to improve classification ability. Furthermore,
we will adopt the GAP layer to improve the effect of emotion
classification. Next, we will introduce the two components
CNN and ensemble strategy of our model, respectively.

1) CONVOLUTIONAL NEURAL NETWORKS (CNN)
Convolutional neural network is one of the most successful
models in deep learning, which is generally composed of mul-
tiple convolution layers and pooling layers. The convolution
layer simulates the biological mechanism of simple cells with
local receptive fields and extracts the primary characteristics
of signals by means of sparse connectivity and parameter
sharing [17].

Multiple convolution kernels are used for convolution
operations on features obtained from the previous layer, and
the combination of the results of these operations can get
the features for the next output via the activation function,
as shown in Eq. 1.

m __ m—1 m m
X' =f le. * wii + b; (1)
ieM;

Here xjm is the j feature of layer m, wg? is the connection
weight between the j feature of layer m and the i feature
of layer m — 1. M; represents a selection of input features.
b}" is the corresponding offset parameter. Symbol * is the
convolution operation. f (o) is the activation function of the
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network which adopts Rectified Linear Units (Relu) in order
to enhance the network performance [18]. The expression of
Relu function is as follows:

f (x) = max (0, x) @

The pooling layer is a further optimization of the convo-
lution layer, which can retain the main features and reduce
the number of parameters in the next layer to prevent
overfitting [19].

The training of CNN model mainly consists of two stages.
The first stage is forward propagation, which describes the
process of data transmitted into convolutional layers and
pooling layers, then passing through the activation function,
and finally getting the corresponding output. The second
stage is back propagation and the weight update. The error
function of each network layer is obtained by back propaga-
tion based on the error between predicted value and actual
value, and then the loss function can be obtained. As shown
in Eq. 3, the multi-class classification cross entropy loss
function [20] is adopted in order to cooperate with softmax
layer.

N—-1K-1

L= —]lv > yklogpk 3)

n=0 k=0

In Eq. 3, N represents the total number of samples, K is
the number of labels, the probability that the n” sample is
predicted to be the s™ label is pk, and y* is the real data of the
k™ label in the " sample. Weight updating uses Root Mean
Square prop (RMSprop) optimization algorithm, which is not
easy to fall into local optimum compared with Stochastic
Gradient Descent (SGD) algorithm, and this algorithm has
the fast convergence rate and is more suitable for deep con-
volution network. The weight update equations are as follow:

Sdw, = BSaw,_, + (1 — B) dW} 4)
Sdb, = Bsav,_, + (1 — B)db; 5)
dw,

W= Wit —o— — ©)
N Sdw; + €

db
b = bt —a—e )
A/Sdb, + €

Here ¢ is the current iteration times, and the gradient
obtained by back propagation are dW and db. « is the network
learning rate and B is the exponential of gradient accumu-
lation. The gradient momentum of the " iteration are Sdw,
and sqp,. In Eq. 6 and 7, weights W; and b, are updated by
the gradient momentum. In order to prevent the denominator
from being zero, a very small value ¢ is used for smoothing.
We set e = 1078, @ = 0.001, 8 = 0.

2) ENSEMBLE LEARNING(EL)

The main idea of ensemble learning is to first achieve inde-
pendent training and learning based on several base learners
and then flexibly combine some of them according to the
learning effect. The effect of combination is usually better
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FIGURE 2. Framework of ECNN.

than that of an individual learner. Each convolutional network
can be considered as a weak learner, and we need to ensemble
them into a strong learner according to certain strategies
because the learning effect of single CNN layer is usually
poor. Furthermore, in this way, the problem of overfitting
caused by the single CNN model will be overcome.

The proposed ECNN framework is depicted in Fig. 2.
This paper designs five CNN classifiers, which contains
CNNI1~CNNS respectively. We regard each CNN classi-
fier as a base learner. On the basis of five CNN learners,
a strong learner is formed by the strategy of plurality voting.
Each learner y; will predict a result Y (x) from the category
set {c1, c2, ..., cn}. The ensemble strategy is formulated as
follows:

Y(x)=c ()

argmax YL, yi(x)
J

wherein, N-dimensional vector (y; (x),y? (x), .5 (x))
represents the predicted output of y; on sample x, and yi (x)
represents the output of y; on category c;. T is the number of
learners. j is the number of categories, and its value is 4.

B. GAP

Conventional CNNs always add fully connected layers
behind convolution layers to achieve specific applications.
However, the parameters of the fully connected network layer
are so many and prone to overfitting, which will affect the
generalization ability of the network. There is a regulariza-
tion method to alleviate the overfitting, however continuous
tests on the effects of different dropout will bring extra time
consumption using this method.
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In this paper, we adopt the global average pooling (GAP)
layers to replace the traditional fully connected layers in
CNN. The last convolution network layer generates a fea-
ture map for each category, and then the feature maps are
transmitted into the global average pooling layer to take the
average value of each feature map which is finally passed to
the softmax layer. The advantage of GAP is that there are no
additional parameters to be optimized, which can effectively
avoid overfitting. In addition, GAP is actually a regularizer,
which directly converts the number of features of the previous
network into the number of classifications for better effect.

IV. EXPERIMENTS AND DISCUSSIONS

In this section, we will demonstrate the effectiveness of
ensemble learning; and meanwhile the effects of GAP and
other methods on emotion recognition will be measured; and
then, the availability of different physiological signals on
emotion recognition will be compared.

A. EXPERIMENTAL DATASET

In this paper, we use the DEAP dataset [21] to validate
our proposed approach, which is an open source dataset
based on physiological signal of emotion recognition. In this
dataset, 32 subjects were selected. Each subject wore a
data acquisition device to watch video, which could collect
his/her EEG signals from 32 different channels of the brain
and 8 kinds of peripheral physiological characteristics. They
selected 60 seconds of EEG signals for downsampling to
128Hz, and each channel generated 8064 discrete sampling
points. After watching videos, subjects gave feedback on their
emotions, and finally we obtained the evaluation values of
different emotions on the four metrics of arousal, valence, lik-
ing and dominance. Based on the two-dimensional emotional
space proposed by Russell [22]: the arousal (it ranges from
relaxed to aroused) and the valence (it ranges from pleasant
to unpleasant), our experimental results can be divided into
four categories.

In order to obtain accurate emotional labels, we adopt a
simple and fast algorithm k-means [23] to cluster arousal
and valence degree on DEAP dataset. The k-means algo-
rithm divides the sample set into K clusters according to
the distance between samples. The aim of this algorithm
is to make the distance between samples within clusters
as small as possible and that between clusters as large as
possible. The clustering results are shown in Fig. 3, where
the vertical axis represents “valence’ and the horizontal axis
represents “‘arousal”’. These cluster results {c; = Relax,
¢y = Depression, c3 = Excitement, c4 = Fear} will be
considered as sample labels which can describe the emotional
state more objectively and clearly.

B. EXPERIMENTAL RESULTS AND ANALYSIS

We take 32 EEG channel signals and three kinds of peripheral
physical signals including GSR (Galvanic skin esponse), RB
(Respiration belt) and EOG (Electrooculogram). We place the
designed ensemble convolution model with the input data of
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60x 128 x 35 for training. A total of 1280 samples are used in
the experiments, where 80% of the samples of each subject
were randomly selected as the training set, and the remaining
20% as the test set.

The specific parameters of each layer is shown in Table 1.
In CNNI1 and CNN2, the convolution layer is responsible to
initially extract more relevant features and enable the sub-
sequent convolution layers easier to extract effective infor-
mation. CNN3 network structure adds a convolution layer
of 3 x3-30 on CNN2 to reduce the number of features.
CNN4 and CNNS can further reduce the number of features
so that the convolution layer can automatically extract the
features and send them to the GAP layer. We set the maximum
iteration times of the CNN model to be 500. In order to reduce
the training time of the model, the training will be terminated
once the loss function exceeds 25 iterations without decreas-
ing. The pooling layer adopts the average pooling, and the
softmax layer is selected as the classifier.

Generally speaking, the classification effect of CNN will
be improved with the increase of network depth, but more lay-
ers of CNN will easily lead to overfitting, which will greatly
reduce the classification effect instead. Specific experimental
results are shown in Table 2.

CNNI1 has the worst effect due to its shallow depth; the
depth of CNN3 is suitable, and the average accuracy is
78.26%; CNN4 has reduced the classification effect. Through
ensemble learning, the average accuracy of plurality voting
strategy reaches 82.92%, while the lowest accuracy reaches
71.37%, which is significantly improved compared with other
single CNN model.

Because the plurality voting strategy sets the best choice of
most classifiers, it is more accurate than single classifier and
reduces the miscalculation. Although the single model with
appropriate depth can also achieve desirable classification
effect, the ensemble model achieves the best classification
accuracy.

In order to illustrate the advantages of GAP layer in multi-
modal emotion recognition [24], we compare it with the fully
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TABLE 1. Designed structural parameters of each CNN.

Structure CNN1 CNN2 CNN3 CNN4 CNNS
Convolutional layer ~ 3x3-35  3x3-35  3x3-35  3x3-35  3x3-35
Convolutional layer - 5x5-35  5x5-35  5x5-35  5x5-35
Convolutional layer - - 3x3-30  3x3-30  3x3-30
Pooling layer - - 2x2 2x2 2x2
Convolutional layer - - - 3x3-20  3x3-20
Pooling layer - - - 3x3 3x3
Convolutional layer - - - - 3x3-10
Pooling layer - - - - 2x2
Convolutional layer 1x1-4 1x1-4 1x1-4 1x1-4 1x1-4
GAP 1 1 1 1 1
TABLE 2. Table of accuracy of each model. 100
Structure Minimum Maximum  Average § 90 - T
accuracy accuracy  accuracy 3 E -"
=
o 80}
CNNI1 56.49% 69.31% 61.2% <
c
CNN2 61.58% 81.69% 68.53% £ oL 1
c
CNN3 62.56% 91.16% 78.26% g
CNN4 59.39% 90.38% 76.33% % 60 -
CNN5S 60.49% 90.46% 78.88% % - J
Voting 71.37% 92.34% 82.92% § sof
GAP GMP FC
7~ FIGURE 5. The effect of different network layers on accuracy.
GAP
L —FC
GMP,
5 The experimental result is illustrated in Fig. 5. It can be
. found that the GAP acquire the highest average accuracy and
2 \ the smallest variance, while the FC has the worst precision
8 '\‘ and the GMP is somewhere in between. This is because the
2k GAP greatly reduces the number of parameters and makes
; \ MM the feature extraction of convolutional neural network more
- VVM\ ' o A deliberate, so the effect is better than that of the FC.
0 o e P After determining the ensemble model of 5 convolution
0 10 20 30 40 50 60 70 80 90 100

Epoch

FIGURE 4. Training convergence rate of different network layers.

connected layer (FC) and the global maximum pooling layer
(GMP). Fig. 4 shows the effect of different network layers
following with convolutional neural network layers. We can
find that the convergence speed of GAP is about the same as
that of GMP and FC at the beginning of the training process,
but the convergence speed of FC becomes unstable in the later
training process. GMP convergence is stable but the accuracy
is not as high as that of GAP, and the convergence effect
of GAP is the best and most stable. This is because GAP
represents the mean value of all the feature maps, and GMP
is the maximum value, it is not accurate and stable.
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layers, we consider the average accuracy of emotion recog-
nition as the metric, and our proposal is compared with other
3 similar methods [11], [14], [15]. The experimental results
are illustrated in Fig. 6.

The comparison shows the superiority of our proposal.
Both the methods adopted by Zhuang ez al. [14] and Atkinson
and Campos [11] have limited accuracy because of the insuf-
ficient and imprecise of features extracted from EEG signals.
Compared with the above two methods, Yin et al. [15] use
EOG signals to assist single EEG signals, which improved
the emotion recognition accuracy. Compared with [15], our
ensemble convolutional neural network can preferably mine
the correlation between different signals and select better
features, so as to effectively improve the accuracy of emotion
recognition.
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signal obtained by emotional classification training of ECNN.

Next, our proposal is used to conduct emotional recog-
nition experiments on three peripheral physiological signals
(GSR, RB and EOQG), single EEG signals and their combina-
tion, respectively. And 16 subjects are randomly selected for
experimental analysis. Fig. 7 shows the difference between
multimodal physiological signal recognition and single
modal one. The average classification accuracy of emotion
recognition based on three kinds of peripheral physiological
signals is 54.15% (the lowest). The classification accuracy of
EEG signals is better than that of “GSR+RB+EOG” with
an average accuracy of 73.76%. However, the classification
effect of multimodal physiological signals combining with
EEG signals (EEG+GSR+RB-+EOG) is obviously higher
than that of single EEG signals.

V. CONCLUSION

In this paper, we proposed a new ensemble convolutional neu-
ral network model (ECNN) for multimodal emotion recogni-
tion. In order to improve the stability and accuracy of emotion
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recognition, the CNN is responsible for mining the inter-
channel information from EEG and peripheral physiological
signals and extracting the effective features; and the GAP
layers can address the overfitting problem by substituting
the fully connected layers. And meanwhile, we adopt the
plurality voting strategy to establish the ensemble model
for achieving the four categories of emotions. Experimental
results on DEAP dataset show that the average accuracy of
emotion recognition is improved to 82.92% with the ECNN,
which is superior to the single CNN model. Furthermore,
compared with the single EEG signals and single periph-
eral physiological ones, the accuracy of multimodal emotion
recognition has been significantly increased by 9.16% and
28.77%, respectively.

However, the training time of our ECNN model is still
unsatisfactory, and how to further reduce time consumption
has become one of issues that we need to address in the
future. Apart from this, for future works it is interesting to use
the ensemble recurrent neural network to identify emotions
because of EEG and peripheral physiological signals are time
series data.
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