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ABSTRACT With the development of artificial intelligence and integrated sensor technologies, unmanned
aerial vehicles (UAVs) are more and more applied in the air combats. A bottleneck that constrains the capa-
bility of UAVs against manned vehicles is the autonomous maneuver decision, which is a very challenging
problem in the short-range air combat undergoing highly dynamic and uncertain maneuvers of enemies.
In this paper, an autonomous maneuver decision model is proposed for the UAV short-range air combat
based on reinforcement learning, whichmainly includes the aircraft motionmodel, one-to-one short-range air
combat evaluation model and the maneuver decision model based on deep Q network (DQN). However, such
model includes a high dimensional state and action space which requires huge computation load for DQN
training using traditional methods. Then, a phased training method, called ‘‘basic-confrontation’’, which is
based on the idea that human beings gradually learn from simple to complex is proposed to help reduce
the training time while getting suboptimal but efficient results. Finally, one-to-one short-range air combats
are simulated under different target maneuver policies. Simulation results show that the proposed maneuver
decision model and training method can help the UAV achieve autonomous decision in the air combats and
obtain an effective decision policy to defeat the opponent.

INDEX TERMS Deep reinforcement learning, maneuver decision, independent decision, deep Q network,
network training.

NOMENCLATURE
pU position vector of UAV, U indicate UAV
ṗT velocity vector of Target,T indicate Target
αU angle between ṗU and

(
pT − pU

)
αT angle between ṗT and

(
pT − pU

)
nx overload in the velocity direction
nz normal overload
µ roll angle around the velocity vector
ηA situation advantage
ηR distance advantage
v speed
ψT heading angle of target
γU track angle of UAV
γ reward discount factor
D distance
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θ parameters of Q network
st state at time t
rt reward at time t
at action at time t
ai control values of ith action of maneuver library

I. INTRODUCTION
Compared with manned aircraft, military UAVs have
attracted much attention for their low cost, long flight time
and fearless sacrifice. With the development of sensor tech-
nology, computer technology and communication technol-
ogy, the performance of military UAVs is evolved sig-
nificantly, and the range of executable tasks continues to
expand [1]. Although the military UAV can perform recon-
naissance and ground attack missions [2], most of the mis-
sion functions are inseparable from human intervention, and
ultimately the decision is made by the control personnel in
ground station. This ground-based remote operation mode

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 363

https://orcid.org/0000-0001-6528-8955
https://orcid.org/0000-0001-5136-016X
https://orcid.org/0000-0002-1869-7390
https://orcid.org/0000-0003-3982-806X
https://orcid.org/0000-0001-5985-7293
https://orcid.org/0000-0001-5131-8447


Q. Yang et al.: Maneuver Decision of UAV in Short-Range Air Combat Based on Deep Reinforcement Learning

is mainly dependent on the data link which is vulnerable to
weather and electromagnetic interference. So the traditional
ground-based remote operation is difficult to command UAV
to conduct air combat due to the difficulty of adapting to
fast and varied air combat scenarios [3].Therefore, to let
UAV automatically make control decisions according to the
situation faced, and to realize UAV independent air combat is
a major research direction of UAV intelligence.

The autonomous maneuver decision in short-range air
combat is the most challenging application direction, because
the two sides in the short-range air combat perform the most
violent maneuvers, making the situation change very quickly.
Autonomous maneuver decision requires automatically gen-
erating flight control commands under various air combat
situations based on technical methods such as mathematical
optimization and artificial intelligence.

The methods of autonomous maneuver decision can
be roughly divided into three categories: game the-
ory [4]–[7], optimization method [8]–[14] and artificial
intelligence [15]–[20]. Representative methods based on
game theory include differential games [4], [5] and influence
diagrams [7]. The model established by this kind of method
can directly reflect the various factors of air combat con-
frontation, but it is difficult to solve the model with complex
decision set due to the limitation of real-time calculation [7].

The maneuver decision based on optimization theory
includes genetic algorithm [9], Bayesian inference [10], sta-
tistical theory [14], etc. This kind of method is to trans-
form the maneuvering decision problem into the optimization
problem. By solving the optimization model, the maneuver
policy can be obtained. However, many of these optimization
algorithms have poor real-time performance on large-scale
problems and cannot implement online decision making for
air combat. Therefore, they can only be used for offline air
combat tactics optimization research [9].

Artificial intelligence-based methods mainly include
expert system method [16], neural network method [17]
and reinforcement learning method [18]–[21]. The core of
expert system method is to refine the flight experience into
a rule base and generate flight control commands through
rules. The problem with this method is that the rule base
is too complex to build, and the policy in rule base is sim-
ple and fixed, so it is easy to be cracked by the oppo-
nent. The core of the neural network method is to use
neural networks to store maneuver rules. The neural net-
work maneuver decision is robust and can be continuously
learned from a large number of air combat samples. How-
ever, the production of air combat samples also requires a
lot of artificial work to complete, so this method faces the
problem of insufficient learning samples. Compared with
expert system method and neural network method, reinforce-
ment learning does not require labeled learning samples.
The agent updates the action policy by interacting with the
external environment autonomously [22]. This method bet-
ter realizes the combination of online real-time decision-
making and self-learning. It is an effective method to solve

the problem of sequential decision-making without a priori
model.

Many scholars have carried out research on maneuver
decision-making based on the idea of reinforcement learn-
ing. In [3], the approximate dynamic programming method
is used to construct the maneuver decision model, and the
flight experiment is carried out. It is verified that the UAV
autonomous maneuver decision can be realized based on
the idea of reinforcement learning. However, in the paper,
the UAV is assumed to move in a 2D plane, and the actual
situation of the aircraft moving in 3D space in air combat
is not considered. In [18], the fuzzy logic method is used
to divide the state space of the air combat environment, and
the linear approximation method is used to approximate the
Q value. However, with the continuous subdivision of the
state space, the dramatic increase in the number of states leads
to a decline in the efficiency of reinforcement learning, and
learning tends to fall into the dimension explosion and leads
to failure. In [19], [20], the deep reinforcement learning algo-
rithm is used to construct the maneuver decision model of air
combat, but the speed is not set as the decision variable in the
model, and the speeds of both sides are set to constant values,
which is inconsistent with the actuality of air combat. In [21],
theDQNalgorithm is used to construct themaneuver decision
model of over-the-horizon air combat. The speed control
is considered in the model. However, as in [3], the model
still assumes that both sides move in the same 2D plane,
without considering the influence of altitude changes on air
combat. None of these models have fully and realistically
reflected the air combat model, especially the characteristics
of short-range air combat.

In this paper, based on reinforcement learning, the UAV
short-range air combat autonomous maneuver decision mod-
eling is carried out. Firstly, a second-order aircraft motion
model and one-to-one short-range air combat model in 3D
space are established in succession. And the evaluationmodel
of air combat advantage is proposed by combining two
factors of situation and distance. The model can quantita-
tively reflect the advantages of the aircraft in any situation
of short-range air combat. Secondly, the maneuver decision
model is constructed under the framework of DQN, and a
new maneuver library is designed. The 7 classic maneu-
ver actions are extended to 15, which improves the action
space of decision. At the same time, based on the advan-
tage evaluation function, the reward function is designed
to comprehensively reflect the changing of the maneuver
to the situation. Finally, for the problem that the maneu-
ver decision model with high-dimensional state space (13-
dimensional) and action space (15-dimensional) is difficult
to be trained to converge traditionally, a training method
called ‘‘basic-confrontation’’ is proposed, which effectively
improves the training efficiency. Through a large number
of machine-machine confrontation and man-machine con-
frontation simulation experiments under the initial states of
advantages, disadvantages and balance, the maneuver deci-
sion model established in this paper is proved to be able
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to learn the maneuver policy autonomously and therefore
gain advantages in air combat. Compared with the previous
researches of maneuver decision with reinforcement learning
in which the simplifications of the air combat state space and
action space was made due to the difficulty of convergence
of high-dimensional space models, the proposed method can
make the model more close to the actual motion state space
of air combat, and can learn effective air combat maneuver
decision policy, and further demonstrate the effectiveness of
using reinforcement learning to solve the air combat maneu-
ver decision problem.

The following part of the paper is arranged as follows.
In section 2, the short-range air combat maneuver decision
model is established. And the training method of DQNmodel
is introduced in Section 3. Section 4 introduces the training
and testing of the model through simulation analysis. Finally,
Section 5 concludes the full text.

II. SHORT-RANGE AIR COMBAT MANEUVER DECISION
MODEL
A. AIRCRAFT MOTION MODEL
The aircraft’s motion model is the basis of the air com-
bat model. The research focus of this paper is maneuver-
ing decision-making, which mainly considers the positional
relationship and velocity vector of the two sides in the
three-dimensional space. Therefore, this paper uses a three-
degree-of-freedom particle model as the motion model of
the aircraft. The angle of attack and the side slip angle are
ignored, assuming that the velocity direction coincides with
the body axis.

In the ground coordinate system, the ox axis takes the east,
the oy axis takes the north, and the oz axis takes the vertical
direction. The motion model of the aircraft in the coordinate
system is as shown in (1).

ẋ = vcosγ sinψ
ẏ = vcosγ cosψ
ż = vsinγ.

(1)

In the same coordinate system, the dynamic model of the
aircraft is shown in (2).

v̇ = g (nx − sinγ )

γ̇ =
g
v
(nzcosµ− cosγ )

ψ̇ =
gnzsinµ
vcosγ

.

(2)

In (1) and (2), x, y, and z represent the position coordinates
of the aircraft in the coordinate system, v represents the speed,
and ẋ, ẏ, and ż represent the values of the velocity v on
the three coordinate axes. The track angle γ represents the
angle between the velocity vector and the horizontal plane o-
x-y. The heading angle ψ represents the angle between the
projection v′ of the velocity vector on the o-x-y plane and the
oy axis. g represents the acceleration of gravity. The position
vector is recorded as p = [x, y, z], and ṗ = [ẋ, ẏ, ż].

FIGURE 1. Aircraft three-degree-of-freedom particle model.

[nx , nz, µ] is a set of control variables that control the
maneuvering of the aircraft, set 3 as the control space of
the UAV. nx is the overload in the velocity direction, which
represents the thrust and deceleration of the aircraft. nz rep-
resents the overload in the pitch direction, that is, the normal
overload. µ is the roll angle around the velocity vector. The
speed of the aircraft is controlled by nx , and the direction
of the velocity vector is controlled by nz and µ, thereby
controlling the aircraft to performmaneuvers. The parameters
of the aircraft particle model are shown as in Figure 1.

B. ONE-TO-ONE SHORT-RANGE AIR COMBAT
EVALUATION MODEL
Short-range air combat is also known as dog fighting.The
goal in this air combat is to perform maneuvering to let the
aircraft chase the tail of the target aircraft while avoiding
letting the target enter its own tail.

In the one-to-one air combat situation as shown in Figure 2,
from the idea of attack, the UAV should try to fly toward
the target, chasing the target, that is, let the projection of the
velocity vector ṗU on

(
pT − pU

)
be the largest, and from the

defense idea, the UAV should avoid the target flying towards
itself, and the projection of the target velocity vector ṗT on(
pU − pT

)
should beminimized. Then the situation advantage

of UAV in air combat can be defined as

ηA =
ṗU
(
pT − pU

)∥∥pT − pU∥∥ − ṗT
(
pU − pT

)∥∥pU − pT∥∥ . (3)

The larger ηA is, the larger the UAV has the advantage of the
situation. On the contrary, when ηA is smaller, the target has a
larger situation advantage, and the UAV is at a disadvantage.

In addition to the situation, distance is also a key factor
in close air combat. The weapon used in close air combat
has a generally limited attack range. It cannot attack the
target beyond the range. Within the range, the closer distance,
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FIGURE 2. One-to-one short-range air combat situation.

the greater the probability of destroying the target. In addi-
tion, in order to avoid collision or accidental injury to the
target debris, the distance between the two sides cannot be too
close and there is a minimum safe distance. Let the maximum
attack distance of the weapon be Dmax and the minimum safe
distance beDmin, and then the distance advantage of the UAV
in the air combat can be defined as

ηD=β1
Dmax−

∥∥pT−pU∥∥
Dmax − Dmin

(
1−e−(‖pT−pU‖−Dmim)

β2
)
, (4)

where β1 and β2 are adjustment coefficients. When the dis-
tance between the UAV and the target is less than Dmax,

ηD gradually increases as the distance decreases. When the
distance is less than Dmin or greater than Dmax, ηD decreases
as the distance decreases or increases.

Combining situation advantage and distance advantage,
UAV’s advantage evaluation function in air combat can be
defined as

η = ω1ηA + ω2ηD, (5)

where ω1 and ω2 are weight coefficients. In summary,
the UAV short-range air combat maneuver decision can be
regarded as an optimization problem that solves the action
in the control space 3 to maximize the advantage evaluation
function η.
For the optimization problem maxη(nx , nz, µ),

[nx , nz, µ] ∈ 3, the objective function is a complex
high-order nonlinear function, and it is difficult to obtain
the extreme points through the derivative function, so it
is difficult to obtain the analytical optimal solution.

However, in the case where the air combat situation is deter-
mined, the advantage function can be calculated as the evalua-
tion value of the current action to evaluate the current action.
Therefore, we use the method of reinforcement learning to
learn maneuver policy from the large number of feedback
evaluation values.

The advantage function allows the UAV to understand its
pros and cons in the current situation. In addition, it has to find
a set of variables to describe the current air combat situation
to let the UAV understand the current relative situation. The
air combat state at any time can be completely determined
by the information contained in the UAV position vector pU,
the UAV velocity vector ṗU, the target position vector pT, and
the target velocity vector ṗT in the same coordinate system.
However, the range of values of the three-dimensional coor-
dinates is too large, so the coordinate values are not suitable
as state inputs of reinforcement learning directly. Therefore,
the absolute vector information of the UAV and the target
should be transformed into the relative relationship between
the two sides, and the angle should be used to represent the
vector information. This will not only reduce the dimension
of the state space, but also facilitate the normalization of
the value range of the state information, thereby improv-
ing the efficiency of reinforcement learning. The one-to-one
short-range air combat state space can be composed of the
following five aspects:

1. UAV velocity information, including speed vU , track
angle γU and heading angle ψU .

2. Target velocity information, including speed vT , track
angle γT and heading angle ψT .

3. The relative positional relationship between the UAV
and the target is characterized by the distance vector(
pT − pU

)
. The coordinate information of the distance vector

is converted into the form of the modulus and angle of the
vector. Themodulus of distance vector isD =

∥∥pT − pU∥∥. γD
represents the angle between

(
pT − pU

)
and the o-x-y plane,

and ψD represents the angle between the projection vector of(
pT − pU

)
on the o-x-y plane and the oy axis. The relative

positional relationship between the UAV and the target is
represented by D, γD, and ψD.

4. The relative motion relationship between the UAV and
the target, including the angle αU which is between the UAV
velocity vector ṗU and the distance vector

(
pT − pU

)
and the

angle αT which is between the target velocity vector ṗT and
the distance vector

(
pT − pU

)
.

5. The height of the UAV zU and the height of the target
zT .

Based on the above variables, the one-to-one air combat
situation at any time can be fully characterized.

C. MANEUVER DECISION MODELING BY DEEP Q
NETWORK
1) ARCHITECTURE OF MODEL
Reinforcement learning is a method for Agent to optimize its
action policy in an unknown environment [22]. The Markov
Decision Process (MDP) is usually used as the theoretical
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FIGURE 3. UAV short-range air combat maneuver decision model
framework based on reinforcement learning.

framework for reinforcement learning. For model-free rein-
forcement learning problems, the Markov decision process
is described by a 4-tuple (S,A,R, γ ). Where S represents
the state space, A represents the action space, R represents
the reward function, and γ represents the discount factor.
The interaction process of reinforcement learning is as fol-
lows. At time t, the Agent applies an action at to the environ-
ment. After the action at is executed, the state is transferred
from st to st+1 at the next moment, and the agent obtains the
reward value rt+1 from the environment.
The state is evaluated by a state value function or a

state-action value function. According to the Bellman for-
mula, the state-action value function can be shown as
Qπ (s, a) = Eπ [rt+1 + γQ (st+1, at+1) |st = s, at = a ].
It can be seen from state-action value function that the calcu-
lation of the state value is the accumulation of the immediate
reward value and the subsequent state value, so the evaluation
of the state has taken into account the subsequent state, so the
action selected according to the state value has farsightedness,
that is, the obtained policy is long-term optimal in theory. The
purpose of reinforcement learning is to solve out an optimal
policy π∗ (a |s ) = argmax

a∈A
Q∗ (s, a) in the policy space π ,

which can make the long-term cumulative reward largest.
According to the interactive process, the reinforcement

learningmodel framework of the UAV short-range air combat
maneuver decision is shown in figure 3. The state of the UAV
and the state of the target are integrated and calculated to
form a state description of the air combat environment, which
is output to the agent. The air combat environment model
calculates the UAV’s advantage evaluation value based on
the current situation of both sides, and outputs it as a reward
value to the reinforcement learning agent. In the interaction
process, the agent outputs the action value to the air combat
environment model to change the state of the UAV, and the
target changes the state according to its ownmaneuver policy.
The reinforcement learning agent continuously interacts with
the air combat environment to obtain air combat states, action
values, and reward values as transitions. Based on the transi-
tions, the maneuver policy of UAV is dynamically updated,
so that the output action value tends to be optimal, thus
realizing the self-learning of the UAV air combat maneuver
policy.

TABLE 1. The state space for the DQN model.

Facing a high-dimensional continuous state space such
as an air combat environment, the DQN algorithm [23] is
selected as the algorithm framework of reinforcement learn-
ing. The core of the DQN algorithm is to use the deep neural
network to approximate the value function. At the same time,
based on the Q learning algorithm, the TD error is used to
continuously adjust the parameters θ of the neural network,
so that the state value of the network output is constantly
approaching the true value, Q (s, a) ≈ Q (s, a|θ). Based on
the short-range air combat environment model in section 2,
the maneuver decision model is constructed under DQN
framework.

2) STATE SPACE
The state space of the maneuver decision model is used to
describe the air combat situation which is divided into five
aspects as section 2.B. Therefore, the state space consists of
the following 13 variables, vU , γU , ψU , vU − vT , γT , ψT ,
D, γD, ψD, αU , αT , zU , zU − zT . In order to unify the range
of each state variable and improve the efficiency of network
learning, each state variable is normalized into a range as
shown in Table 1.
vmax and vmin represent themaximum andminimum speeds

of the aircraft motion model, respectively. zmax and zmin
represent the ceiling and minimum safe height of the aircraft,
respectively. Dthreshold is the distance threshold, taking the
starting distance of short-range air combat. a and b are two
positive numbers and satisfy a = 2b. State space is defined
as a vector S = [s1, s2, · · · , s13].

3) ACTION SPACE
The action space for the DQN model is the UAV’s maneuver
library. The establishment of the maneuver library can draw
on the tactical actions of fighter pilots during air combat.
Pilots can derive many tactical actions such as barrel rolling,
cobra maneuvering, high yo-yo, and low yo-yo based on var-
ious factors such as aircraft performance, physical endurance
and battlefield situation. However, these complex maneu-
vers are ultimately derived from basic maneuvering actions,
so as long as the UAV’s maneuvering library contains these
basic maneuvers, it can meet the requirements of simulation
research.

According to the common air combat maneuver, NASA
scholars designed 7 basic maneuvers [24], which are uniform
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FIGURE 4. UAV maneuver library.

linear flight, accelerated straight flight, deceleration straight
flight, left turn flight, right turn flight, upward flight, and
downward flight. These maneuvers enable UAVmovement in
three-dimensional space, but the increase or decrease of speed
can only be achieved when flying in a straight line, which
makes it difficult to control speed when performing other
maneuvers. Therefore, based on the above basic maneuver,
the maneuver library can be expanded. As shown in Figure 4,
the UAV can be maneuvered in the forward, left, right, up,
and down directions. Maintenance, acceleration, and deceler-
ation control are provided in each direction. So the maneuver
library can be arbitrarily expanded to perform the actions
required by different handling precisions. Each action ai in
the maneuver library corresponds to a set of control values
[nx , nz, µ]. Thus, action space A consists of a discrete set
of action values, which is a subset of the control space,
A = [a1, a2, · · · , an] ⊆ 3.

4) REWARD FUNCTION
The reward value is an immediate assessment of the agent’s
actions by the environment. The reward value in this
paper is calculated based on the advantage evaluation func-
tion of the UAV air combat situation and is used as an
immediate evaluation of the maneuver decision. At the
same time, the reward value should reflect the penalty
for the action beyond the flight range during the sim-
ulation. The limits of the flight range include the limi-
tation of the flight altitude. Define the penalty function
as

ηp =

{
P, if (zU < zmin) or (zU > zmax) ;

0, otherwise .
(6)

Based on the situation assessment function η and the
penalty function ηP, the reward function of the reinforcement
learning algorithm is r = η + ηP.

In summary, the model of UAV short-range air com-
bat maneuver decision based on DQN algorithm is shown
in Figure 5. The running process of the model is as follows.
The current air combat state is st , the online Q network
outputs the action value at ∈ A to the air combat environment
based on the ε-greedy method. The UAV flies according to
the action value at , and the target flies according to the preset
policy, then the status is updated to st+1, and the return value
rt is obtained. Store (st , at , rt , st+1) as a transition sample
in experience replay memory to complete an interaction.
In the learning process, theminibatch transitions are extracted
from the experience replay memory based on the prioritized
experience replay policy, and the parameters θ of the online
network is updated according to the gradient descent principle
by using the TD error, and the parameters of the online
network θ is periodically assigned to the parameter of the
target network θ ′. Continue to learn and update until the TD
error approaches 0, and finally come up with a short-range air
combat maneuver policy.

III. TRAINING METHOD OF THE DQN MODEL
Since the state space of the air combat model is very large,
if the unenlightened UAV is directly confronted with the tar-
get which has smart maneuver policy, the result will definitely
be very bad, and a large number of invalid transition samples
will be generated. This will lead to extremely low efficiency
of reinforcement learning, even learning failure due to sparse
sample. In response to this problem, a training method named
basic-confrontation training is designed based on the process
of human learning which is gradually transitioning from sim-
ple cognition to complex knowledge.

Based on this idea, the method divides the training process
of the maneuver decision DQN model into two parts. First,
let the target fly with simple basic action, such as uniform
linear motion and horizontal spiral motion in different initial
states such as advantage, disadvantage, and balance, make
the UAV familiar with the air combat situation and learn
the basic maneuver policy, which is called basic training.
The basic training items are carried out according to the
target’s maneuver strategy and the initial situation of air
combat from simple to complex. The follow-up training is
carried out directly on the previously trained network, thus
achieving a gradual superposition of learning effects. Second,
after the UAV learned the basic flight strategy, carry out the
confrontation training in different initial states in which the
target has smart maneuver policy, let UAV learn the maneuver
policy under the confrontation condition to defeat the target
in the air combat.

A. TARGET POLICY
When conducting confrontation training, the target’s maneu-
ver policy adopts a robust maneuver decision algorithm based
on statistics principle [14]. This algorithm has strong robust-
ness, and the simulation proves that the algorithm is better
than the traditional min-max method [25]. The framework of
the algorithm is to test all the actions in the maneuver library
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FIGURE 5. Model of UAV short-range air combat maneuver decision based on DQN algorithm.

under the current situation, obtain the value of membership
functions after the execution of each action, and select the
action that makes the statistical information of the mem-
bership functions the best as the next maneuver action. The
following is a brief introduction to this algorithm.

The current air combat situation is characterized by four
parameters: azimuth α, distanceD, speed v and altitude h, and
the membership functions of each parameter are defined sep-
arately to enhance the robustness of the situation description.
The membership function of the azimuth parameter is

fα =
αUαT

π2 . (7)

The membership function of the distance parameter is

fD =

 1, if 1D ≤ 0;

e−
1D2

2σ2 , otherwise 1D > 0,
(8)

where σ is the standard deviation of the weapon attack dis-
tance, and1D = D−Dmax. The membership function of the
speed parameter is

fv =
vU
v∗
e−

2|vU−v∗|
v∗ , (9)

where v∗ represents the optimal speed of the target attack
UAV, set 1v = vmax − vT, and the value is set as

v∗ =

{
vT +1v

(
1− e

1D
Dmax

)
, if 1D > 0;

vT , otherwise 1D ≤ 0.
(10)

The membership function of the height parameter is
defined as

fh =


1, if hs ≤ 1z ≤ hs + σh;

e
−
(1z−hs)2

2σ2h , if 1z < hs;

e
−
(1z−hs−σh)

2

2σ2h , otherwise 1z > hs + σh,

(11)

where hs represents the optimal attack height difference of
the target to the UAV and σh is the standard deviation of the
optimal attack height.

When the membership functions of the above four parame-
ters are gradually approaching 1, the target is in an advantage,
and when approaching 0, the target is at a disadvantage. The
steps of the algorithm are as follows:

1. At time t, based on the current state of the target
and the UAV, control commands for all actions in the
action library are sent to the motion model for heuristic
maneuvering.

2. Step 1 is performed to obtain all possible positions of
the target at time t + 1, and the situation of each position is
solved to obtain a set

F t+1ti =

{
f i,t+1tα (α) , f i,t+1tD (D)

f i,t+1tv (v) , f i,t+1th (1z)
}

,(12)

where i represents the number of the action in the maneu-
ver library, and the set of membership functions of the
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parameters corresponding to all maneuvers is F t+1t ={
F t+1t1 ,F t+1t2 , · · ·F t+1tn

}
.

3. Calculate the mean mt+1ti and the standard deviation
st+1ti of F t+1ti .

mt+1ti = E
[
F t+1ti

]
. (13)

st+1ti =

√√√√√√√√√√√√



(
f i,t+1tα (α)− mt+1ti

)2
+

(
f i,t+1tD (R)− mt+1ti

)2
+

(
f i,t+1th (1zα)− mt+1ti

)2
+

(
f i,t+1tv (v)− mt+1ti

)2


. (14)

Get a binary array MS t+1ti =

(
mt+1ti , st+1ti

)
, and build

a set MQt+1t =
(
MS t+1ti

)
for i = 1, 2, . . . , n. Select

the element with the largest mean in MQt+1t , and use
the corresponding maneuver as the action to be executed
for the target. If the elements with the largest mean are
more than 1, output the maneuver corresponding to the
element with the smallest standard deviation among these
elements.

4.Execute the action, update the time, and return to step 1.

B. TRAINING EVALUATION
In confrontation training, the target makes maneuver deci-
sions according to the above algorithm. A training process
consists of multiple episodes, and each episode represents
an air combat process consisting of multiple steps, each step
representing a decision cycle. In order to evaluate the training
performance of the maneuver decision model, three indica-
tors are defined, including the advantage steps rate, the aver-
age advantage reward and the maximum episode value.When
the reward value is not less than 0.8∗max (η), the UAV is con-
sidered to be in the advantage state, and the advantage steps
rate is the ratio of the number of steps in the advantage state
to the total number of execution steps in this episode. The
average advantage reward is the average of the reward values
of the advantage state in episode. The maximum episode
value is the sum of all the reward values in this episode. if the
UAV flies out of the height limit described in equation (6),
causing the episode to be interrupted, the maximum episode
value is set to 0.

In order to reflect the effect of the agent learning, the evalu-
ation episode is set to be executed periodically during a train-
ing process. In the evaluation episode, the ε-greedy algorithm
is not executed, and the online Q network directly outputs
the action value with the largest Q value. Advantage steps
rate, the average advantage reward and the maximum episode
value in the episode are recorded to evaluate the previously
learned maneuver policy.

In the next section, we will discuss the training process
in detail through simulation experiments. The DQN model
training process is shown as following algorithm.

Algorithm 1 DQN Model Training Process
Initialize online network Q with random parameters θ
Initialize target network Q′ with random parameters
θ ′← θ

Initialize replay buffer R
Set the target maneuver policy (basic/ confrontation)
for episode = 1, M do

Initialize the initial state of air combat
Receive initial observation state s1
If episode % evaluation frequency = 0
Perform evaluation episode
for t = 1, T do
With probability ε select a random action at
Otherwise select at = maxaQ (st , a; θ)
UAV executes action at , and target executes action
according to its policy
Receive reward rt and observe new state st+1
Store transition (st , at , rt , st+1) in R
Sample a random minibatch of N transition
(si, ai, ri, si+1) from R
Set yi = ri + γmaxa′Q′

(
si+1, a′; θ ′

)
Perform a gradient descent step on (yi−Q (si, ai; θ))2

with respect to the network parameters θ
Every C steps reset θ ′ = θ
end for

end for

IV. SIMULATION AND ANALYSIS
A. PLATFORM SETTING
In this paper, the short-range air combat environmentmodel is
established by using Python language, and the DQN network
model is built based on TensorFlow module.

1) HARDWARE
Based on the UAV autonomous maneuvering decision model,
the man-machine air combat confrontation system is devel-
oped. As shown in Figure 6, the man-machine air combat
confrontation system consists of three modules: the UAV
self-learning module, the manned aircraft operation simula-
tion module and the air combat environment module. The
three modules reside on three computers, and the com-
puters are connected by Ethernet to exchange information.
Each computer has an Intel(R) Core(TM) i7-8700k CPU and
16GB RAM. The UAV self-learning module computer is also
equipped with a NVIDIA GeForce GTX 1080 TI graphics
card for Tensorflow acceleration.

2) PARAMETERS SETTING
The parameters of the short-range air combat environment
model are set as follows. The farthest attack distance is
Dmax = 3km, minimum distance between the two aircrafts
Dmin = 200m, the maximum return value is adjusted to 5,
punish value P = −10, and the maximum speed vmax = 400
m/s, minimum speed vmin = 90 m/s, ceiling height zmax =

12000m, minimum height zmin = 1000m, distance threshold
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FIGURE 6. The man-machine air combat confrontation system.

DThreshold = 10000 m, a = 10, b = 5. For control space,
set nx ∈ [−1, 2] , nz ∈ [0, 8], µ ∈ [−π, π]. Extend 7 basic
maneuvers to 15 to achieve direction and speed control. The
action space contains 15 basic maneuver actions. The control
values of the basic actions in the maneuver library are shown
in Table 2.

The parameters in the DQN model are set as follows.
According to the definition of the state space and the defi-
nition of the maneuver library, it is clear that the DQN has
13 input states and 15 output Q values. An online Q network
and a target Q network are constructed using a fully connected
network. Networks have 3 hidden layers with 512,1024 and
512 units respectively. The output layer has none activation
function, and the remaining layers are all tanh layers. The
learning rate is 0.001, and the discount factor is γ = 0.9. The
target network is updated every 2,500 steps. The weights of
each layer of the network are initialized by the variance scal-
ing initializer, and the biases of the fully connected network
are initialized by the zeros initializer. The size of Minibatch
is set to 512, and the size of replay buffer is set to 105.
In the short-range air combat simulation process, the deci-

sion period T is set to 1s, and an episode contains 30 decision
steps. In an episode simulation, if the UAV flies out of the
boundary shown by equation (6), this episode will end.

Next, the basic training and confrontation training experi-
ments of the maneuver decision model are carried out in turn.
After the UAV learns a certain maneuver policy, the man-
machine confrontation training is implemented.

TABLE 2. Maneuver library.

TABLE 3. Basic training items.

B. MODEL TRAINING AND TESTING
1) BASIC TRAINING
In the basic training, the target performs uniform linear
motion and horizontal spiral maneuver respectively. The ini-
tial situation of UAV is in advantage, balance and disadvan-
tage, respectively, making UAV fully familiar with the situa-
tion of air combat. The training items are shown in Table 3.

The advantage in Table 3 means that the UAV pursues the
target from behind. The balance refers to the UAV and the
target heading toward each other. The disadvantage is that the
target pursues the UAV from behind. Training is carried out
item by item according to the serial number in Table 3. Each
item is trained with 106 episodes, and an evaluation episode
is performed every 3000 episodes during training.

In each training process, in order to make the UAV fully
familiar with the air combat environment and improve the
diversity of transitions, the initial state of the UAV and the
target in the training episode are selected randomly within a
wide range, and in order to ensure the uniformity of evalu-
ation, the initial situation is fixed in the evaluation episode.
For example, when performing the first item, the initial sit-
uation of training episode and evaluation episode are shown
in Table 4 and Figure 7.

Figure 8 shows the change of the maximum episode
value during the training of item 1. It can be seen that the
UAV updates the maneuver policy through interaction train-
ing, and the maximum episode value continues to increase.
Figure 9 shows the maneuvering trajectory of an evaluation
episode once the training of item 1 is completed. It can be seen
from the figure that the UAV starts to chase the target from the
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FIGURE 7. Initial state settings for training item 1.

TABLE 4. Initial state settings for training item 1.

FIGURE 8. The maximum episode value during the training of item 1 (Dark
line is the result of smoothing the light line, with a smoothing rate of 0.5).

left rear side of the target, continuously adjusts the heading
and speed, and maintains the tail chasing situation, so that
the target is always in the intercepted area of the missile.

FIGURE 9. Maneuvering trajectory after training item 1.

Figure 10 shows the change of the maximum episode value
during a training process of item 3. It can be seen from
the figure that the UAV is at a disadvantage in the initial
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FIGURE 10. The maximum episode value during the training of item 3
(Dark line is the result of smoothing the light line, with a smoothing rate
of 0.5).

FIGURE 11. Maneuvering trajectory after training item 3.

situation, so the maximum return value is lower at the begin-
ning of training, but with the development of the training,
the UAV gradually grasps the maneuver policy of getting rid
of the disadvantage and transferring to the advantage, thus
making the maximum episode value rise. Figure 11 shows
the maneuvering trajectory of an evaluation episode once
the training of item 3 is completed. It can be seen that the
UAV is at a disadvantage in front of the target at the initial
moment, then starts to turn right, and faces the target, and
finally turns right into the target tail, and adjusts the speed
to catch up with the target, keeping the interception of the
target.

2) CONFRONTATION TRAINING
After completing all the learning items in Table 2, con-
frontation training with smart target is implemented. UAV
adopts basic trained DQN model as its maneuver policy, and
the target adopts the statistic principle-based method as its
policy, and the performance of each methods is verified by
confrontation simulation.

FIGURE 12. The advantage steps rate during the confrontation training
with balance initial situation.

FIGURE 13. The average advantage reward during the confrontation
training with balance initial situation.

In confrontation training, the UAV uses the ε-greedy
method to gradually explore themaneuver policy based on the
results of the basic training. Since the state of confrontation
is more complicated, in order to increase the sample space,
the size of the replay buffer is increased from 105to 106.

In order to ensure the diversity of combat state and the
generalization of maneuver policy, the initial state of the UAV
and the target in the training episode are randomly generated
within a certain range, and the confrontation training is car-
ried out under the condition that the initial situation of the
UAV is balance and disadvantage. Table 5 shows the initial
state of the training in the balance initial situation.

In the training process with balance initial situation,
the changes of the advantage steps rate, the average advan-
tage reward and the maximum episode value are shown
in Figure 12, Figure 13 and Figure 14, respectively. In the
three figures, the blue line shows the change process of the
indicator in confrontation training without basic training, and
the yellow line indicates the confrontation training process
under basic training. Since the UAV has a fundamental flight
policy after the basic training, there will be no low-level
errors such as flying out of the boundary. Therefore, it can be
seen from the figure that the maximum episode value rarely
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TABLE 5. Setting of the balance initial situation in confrontation training.

FIGURE 14. The maximum episode value during the confrontation
training with balance initial situation.

appears 0 value due to the episode interruption in the initial
stage of the confrontation training. The UAV without basic
training has no experience in the air combat environment,
and it is easy to exceed the limitation boundary in the pro-
cess of maneuver exploration, so that the maximum episode
value has many zero values during the confrontation training.
In addition, since the target aircraft is smarter than the UAV at
the beginning of the training, it has more opportunities to fire
weapon to the UAV, resulting in many negative values for the
maximum episode value. As the training continues, the basi-
cally trained UAV gradually masters the target’s maneuver
policy and explores the maneuver policy that can defeat
the target. Therefore, the three indicator values gradually
increase with the development of training. This proves that
UAV’s maneuver policy allows itself to move from the bal-
ance situation to the advantage situation as quickly as possible
and continue to maintain its advantage. In contrast, during
the same confrontation training period, the three indicators
of the UAV without basic training do not rise and converge
steadily, and the maximum episode value still shows a large
negative value at the end of the training period, indicating that
the UAV does not get maneuver policy from the training to get
advantage to the target.

Figure 15 shows the maneuvering trajectory in an evalu-
ation episode after the confrontation training with balance
initial situation. The two sides start to fly head-on from the
initial position. After reaching a certain distance, the UAV
flies to the right side of the target. The target turns to the right
to pursue the UAV. Then the UAV reduces the speed and the
turning radius, so that the target rushes to the front of the UAV,
and thus the UAV enters an advantage position.

Figure 16 shows the maneuvering trajectory in an
evaluation episode after the confrontation training with

FIGURE 15. Confrontation maneuvering trajectory under balance initial
situation.

FIGURE 16. Confrontation maneuvering trajectory under disadvantage
initial situation.

disadvantage initial situation. At the initial moment, the target
forms a situation of chasing the UAV from its tail, so it is
constantlymaneuvering in the direction of the UAV, intending
to reduce the distance and let the UAV enter the missile
interception area. UAV turns to the right immediately, intend-
ing to get rid of the unfavorable situation of being chased,
and constantly adjust the speed and heading. After meeting
with the target, the UAV quickly turns right and climbs up.
When the target is doing the barrel rolling maneuver and
intending to turn back, the UAV cuts into the back side of the
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FIGURE 17. One step decision time performance.

target, realizes the tail chase to the target, and obtains the fire
chance.

Based on the above-mentioned confrontation training sim-
ulation, the UAV short-range air combat maneuver decision
model based on deep reinforcement learning established in
this paper is proved to be able to obtain the maneuver pol-
icy through autonomous learning and defeat the target with
statistic principle-based maneuver policy.

a: DECISION TIME PERFORMANCE
Air combat has extremely strict real-time performance
requirement for maneuver decision. It is therefore neces-
sary to test the real-time performance of the maneuver deci-
sion model. According to the size of the maneuver library,
9 groups of tests were performed. The number of maneu-
ver actions of each group was increased from 7 to 15.
And the average one-step decision time of DQN model
and algorithm based on statistics principle in each test
were calculated through 1000 decision steps, and the exper-
imental results are shown in Figure 17. It can be seen
from the figure that as the number of maneuver action
increases, the one-step decision time of the DQN model
remains at around 0.6ms, while the decision time of algorithm
based on statistics principle increases from about 2ms to
nearly 6ms.

The experimental results show that the real-time perfor-
mance of the DQN decision model is better than that of the
algorithm based on statistics principle. The algorithm based
on statistics principle only performs one traversal calculation,
and the calculation time is relatively short. Other optimization
algorithms such as genetic algorithms require a large number
of loop iteration calculations, and real-time performance is
more difficult to meet the requirements of online decision-
making, so the author of [9] believes that the purpose of this
optimization is not to achieve online control, but to find some
meaningful new maneuvers to carry out tactical research. So,
it can be concluded that the real-time performance of the

model established in this paper is better than that of iterative
optimization algorithms.

3) MAN-MACHINE AIR COMBAT CONFRONTATION
Although in the confrontation training, UAV can defeat
the target with certain maneuver policy through learning.
However, this kind of policy of target is relatively fixed,
the randomness is not strong, and it is easy to be mas-
tered and cracked, so it cannot reflect the complexity of
the opponent’s maneuver policy in real air combat. In order
to further verify the self-learning ability of the reinforce-
ment learning and the correctness of the acquired maneu-
ver policy, the target aircraft should be controlled by peo-
ple, so a man-machine air combat confrontation system is
developed.

The UAV self-learning module is constructed by using the
above-mentioned UAV air combat maneuver decision model.
The main function is to update and improve its maneuver
policy according to the air combat data of man-machine
confrontation. As shown in Figure 18 and Figure 6 (b),
the manned aircraft operation simulation module provides
the operator with simulation pictures of flight attitude and
air combat situation. At the same time, the module provides
the operator with the HOTAS joystick, realizing the real-time
control of the aircraft.

The main function of the air combat environment module
is to receive the flight status information of the UAV and
the manned aircraft, and then display the three-dimensional
situation of the current air combat, and evaluate the cur-
rent air combat situation, determine whether one of the
two sides is shot down, and then output the air combat
situation information and the evaluation value to the both
sides.

In the model, the flight performance of the manned air-
craft and the UAV is exactly the same. During the training
process, the UAV firstly conducts online real-time confronta-
tion with the manned aircraft based on the policy learn-
ing from confrontation training. After a certain amount of
confrontation training vs manned aircraft, the saved flight
path state data of manned aircraft is randomly intercepted to
simulate the target trajectory for UAV off-line reinforcement
learning, and then the maneuver policy is improved, and
then based on this policy, the manned aircraft is confronted.
Continue to iterate the confrontation-learning process in
turn.

Figure 19 is a trajectory diagram of a confrontation before
confrontation policy update is performed. It can be seen that
the manned aircraft defeat the UAV. Figure 20 is a trajectory
diagram of a confrontation after the confrontation policy
update. It can be seen that the UAV defeat the manned aircraft
after off-line training.

Through the simulation experiment of man-machine air
combat confrontation, it is proved that the UAV short-range
air combatmaneuver decisionmodel based on deep reinforce-
ment learning can self-learn and update the maneuver policy
to gain advantages in air combat confrontation.
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FIGURE 18. Interaction interface of manned aircraft operation simulation module.

FIGURE 19. Maneuver trajectory of a confrontation before the
confrontation policy update.

4) DQN vs DQN
Finally, an interesting exploratory experiment is carried out.
In this experiment, UAV and target are set to use the same
DQN maneuver decision model to conduct training simula-
tion. Both sides use the basic training model parameters, and
1,000,000 episodes training with the balance initial situation
are performed. The difference between the maximum episode
value of UAV and target is added as the evaluation index.
As shown in Figure 21, in the early stage of training, due to the
randomness of model exploration, the index oscillates back

FIGURE 20. Maneuver trajectory of a confrontation after the
confrontation policy update.

and forth around 0. As the training progresses, the amplitude
of the oscillation gradually slows down and finally converges
to 0, indicating that the policies of the two sides are becoming
consistent. As shown in Figure 22, after the training is com-
pleted to form a balancing policy, the two sides pursue each
other in the confrontation, forming an equilibrium situation
in which the advantage cannot be obtained.

From the experimental results, it can be seen that if the
target’s maneuver policy is deterministic, the DQN model
can learn to get a maneuver policy to gain the advantage in
air combat, and the simulation gets the unbalanced result,
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FIGURE 21. The difference between the maximum episode value of UAV
and target.

FIGURE 22. Maneuver trajectory of a confrontation after DQN vs DQN
training.

because the purpose of the reinforcement learning algorithm
is to obtain the maximum return value. If both sides use the
DQN model, it means that both sides could adopt the same
policy. In theory, the two sides will form an equilibrium state.

V. CONCLUSION
Based on the reinforcement learning theory, a maneuver
decision model for UAV short-range air combat was estab-
lished. Improved state dimension of the air combat maneuver
decision-making environment made the state description of
air combat maneuver decision more realistic, and the action
space was expanded more comprehensive.

Aiming at the problem of low learning efficiency and
local optimization due to the large state space of air com-
bat, this paper proposed a model training method based
on the principle of going to confrontation training from
basic training. The simulation results proved that the train-
ing method could effectively improve the efficiency of the
UAV learning confrontation maneuver policy. It also proved
that the UAV short-range air combat maneuver decision
model based on deep reinforcement learning could real-
ize the self-learning and update policy until the target was
defeated.

Due to the limitation of time and equipment resources, this
paper does not conduct more detailed experimental analysis
on some issues, such as the impact of the division of the action
space on the effectiveness of the decision. If the action space
is more detailed, the larger size of the maneuver library will
undoubtedly improve the accuracy of the UAV control, but
too many output units will weaken the recognition ability of
the deep neural network. Therefore, in the case of determining
the network structure, the optimal number of actions should
be found through a large number of experiments, which can
be considered as a problem for future research. In addition,
when designing the basic training program, the impact of the
specific contents of the basic training program on the learning
efficiency of the confrontation training is not analyzed, and
only the fact that the basic training can improve the learning
efficiency of the confrontation training is proved. In the later
stage, the experimental analysis can be continued on the
optimization of the basic training design.
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