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ABSTRACT When using traditional algorithms to mine the association of hiding information in medical
pathological data, there are some problems, such as low recognition rate of association and poor accuracy
of mining results. Therefore, structured medical pathology data hiding information association mining
algorithm based on optimized convolution neural network is proposed. Firstly, an information feature is
optimized based on rough set relative classification information entropy and ant colony algorithm and the
optimized feature matrix is obtained. The information in the optimized feature matrix is weighted, and the
weighted features of hiding information are obtained. Secondly, the hiding information feature matrix is
transmitted to the convolution neural network for learning, and theweight of the connection layer is extracted.
The importance of the corresponding area of the weight is confirmed by the distribution of the weight value,
and the feature average matrix is obtained. According to the matrix, the feature of hiding information data
is enhanced. The hiding information in the structured medical pathology data is generalized by using the
Gaussian Bell function, and the hiding information generalization processing result is combined with the
adjacent matrix in the convolution neural network to construct the hiding information classification model.
Finally, the classification standard is defined, the cooperative association of hiding information group is
obtained, and the mining of association between hiding information of structured medical pathological data
is completed. The experimental results show that the proposed algorithm has good feature optimization
effect, and the information association recognition rate is high, the anti-interference ability and accuracy
are better than the current related results, the highest recall rate is 99.24%, which is much higher than the
traditional algorithm, which shows that the algorithm is effective.

INDEX TERMS Convolutional neural network, deep learning, medical pathology data, hiding information,
association mining.

I. INTRODUCTION
As a key technology for information analysis in various fields
of society, data mining is indispensable in the development
of various industries [1]. In foreign countries, information
data mining is widely applied in retail, biology and informa-
tion retrieval [2], [3]. The Children’s Hospital in Chicago,
USA, has built a data mining system based on SPSS to
achieve prediction and analysis, and assist in the treatment
of childhood brain tumors, thereby effectively reducing the
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overall operating costs of the hospital and reducing the cost
of patient treatment [4], [5]. In China, most of the data mining
technology is applied in large enterprises, and the application
is still relatively less in themedical industry [6], [7]. However,
through the continuous efforts of the personnel in this field,
some excellent research results have been obtained [8], [9].

In order to deal with issues such as poor large-scale data
mining in the medical field, Literature [10] proposed a new
data collection and mining strategy, analyzed the relevance
of obstetric information data in current medical institutions
based on Apriori algorithm, focused on the association
between cesarean section and the existing signs and the drugs
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used, and analyzed the association between maternal hos-
pitalization and the time and number of births. In addition,
analyzed the medical system related to data acquisition and
transmission rate, used mobile portable digital terminal to
achieve data acquisition, and expounded the distributed
multi-layer system and SSH2 framework construction strat-
egy. Literature [11] proposed a mining algorithm that did not
generate candidate sets, used a new tree structure to store
sliding window information, established a utility database
corresponding to the stored data information, and calcu-
lated the utility of all information in the window, thereby
effectively solving the frequent problem of data item sets.
Literature [12] studied the local pattern mining problem in
gene expression data, and transformed the analysis of gene
expression data from the original analysis from the over-
all mode to the analysis from the local mode, so that the
situation of clustering data only according to all objects or
attributes of data was improved; in addition the literature
introduced the research status and progress of local pattern
mining in gene expression data, and analyzed the local pat-
tern mining standards; the experimental results show that
the method could mine the association information in the
data. However, the above methods have the defects of poor
data feature optimization, low recognition rate, vulnerabil-
ity to interference factors, and data mining results are not
accurate.

According to the above analysis, when mining the associ-
ation of the hiding information of structured medical patho-
logical data, the candidate patterns existing in a large amount
of information should be fully considered, and the interfer-
ence factors generated during the mining process should be
controlled to ensure the accuracy of information mining and
improve the application value of the algorithm.

In order to solve issues such as low recognition rate
and poor accuracy of mining results in traditional methods,
this paper used the feature that Convolutional Neural Net-
work (CNN) had similar structure and group structure in
the running process, and proposed the a structured medi-
cal pathological data hiding information association mining
algorithm based on optimized CNN. The algorithm solved the
problems of low recognition rate of hiding information and
poor accuracy of mining results in traditional methods. The
experimental results show that the proposed algorithm can
effectively improve the recall rate of data association, and the
accuracy ofmining results is high, which can solve the current
problems and meet the actual needs. The main contributions
of this paper include four aspects:

1. An information feature optimization method based on
rough set relative classification information entropy and ant
colony algorithm, which was used to ensure the consistency
of information features.

2. A hiding information generalization processing method
based on Gaussian Bell function was proposed. After gen-
eralization processing, the accuracy of data mining could
be guaranteed, thereby improving the shortcomings of data
mining accuracy in traditional methods.

3. On the basis of information feature optimization and
information generalization processing, the optimized CNN
was applied to the structured information mining data hiding
information association mining, and the feature data matrix
was enhanced by the feature average matrix to improve the
data hiding information association recognition rate.

4. The experimental results show that the proposed algo-
rithm can produce larger information feature optimization
evaluation factor and better results, and effectively improve
the recognition rate of data association, anti-interference abil-
ity, recall rate and data association mining accuracy. There-
fore, the proposed algorithm has effectiveness.

II. RELATED WORK
The intrinsic attribute analysis of structured pathological data
and the mining of hiding information have a very impor-
tant guiding role in medical diagnosis [13]–[15]. In medical
diagnosis, the intrinsic mechanism of disease is complicated
and the relationship between disease and human body is
also very complex, and there is usually a certain nonlinear
association [16]. If many diseases are diagnosed based on
professional knowledge, it is difficult to find hiding patholog-
ical information [17], [18]. With the development of medical
informatization, the use of computers to mine a large number
of information hiding in pathological data has very significant
results.

Literature [19] analyzed the current social network sit-
uation, and showed the necessity of related user mining
research; the related user mining was analyzed from three
aspects: user attribute, user relationship and its synthesis, but
the proposed method was ineffective in optimization of data
characteristics. Literature [20] proposed an association rule
mining method, considered the dynamic data characteristics
in the market, helped to identify user behavior well and com-
pleted data mining, but the data recognition rate and recall
rate were low. Literature [21] proposed a sensitive association
rule method based on confidence for some important privacy
data; the main goal of the proposed method was to hide a set
of interesting patterns, which contained sensitive knowledge
and minimal knowledge of side effects. The experimental
results show that the proposed method is effective in terms
of rule loss, modification times, hiding faults and complete
avoidance of ghost rules; but it also produced a large number
of candidate patterns during the mining process, and the
candidate pattern generation needs to be compared multiple
times; as a result, this method had the deficiencies of low data
association recognition rate and poor accuracy [22].

This paper took advantage of computer technology to ana-
lyze the hiding information of structured medical patholog-
ical data, and implemented the research based on the opti-
mized CNN. CNN has a simple structure and can solve image
analysis problems in the field of computer vision. Some
scholars skillfully used the end-to-end mapping between
low resolution and high resolution, proposed super-resolution
CNN, and focused on analyzing the learning function of the
hiding layer, thereby greatly improving the efficiency of the
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algorithm [23]. However, due to the increasing and deepening
of the image types, the performance of CNN convergence
speed has been affected, and CNNneeds further optimization.

Based on the optimized CNN, the hiding information
of structured medical pathological data was correlated and
mined. The information features were optimized before the
pathological data was input into CNN. Compared with the
existing literature methods, this method has good mining
performance.

III. STRUCTURED MEDICAL PATHOLOGY DATA HIDING
INFORMATION ASSOCIATION MINING ALGORITHM
A. INFORMATION FEATURE OPTIMIZATION METHOD
BASED ON ROUGH SET RELATIVE CLASSIFICATION
INFORMATION ENTROPY AND ANT COLONY ALGORITHM
For the multi-class data with complex medical pathologi-
cal data characteristics, it is difficult to mine the associa-
tion information of hiding information [24]. The rows and
columns of the data are in a state of mutual connection, if sev-
eral rows or columns are selected separately, the optimization
features, the recognition rate, and the hiding information
association mining can not be obtained.

At the same time, in the case of complex features, there
will be a lot of redundant information in the data, namely,
different regions in the data structure network show different
importance [25]. In summary, information feature optimiza-
tion method based on rough set relative classification infor-
mation entropy and ant colony algorithm, the application of
the proposed method to information hiding in pathological
data feature optimization lays the foundation for information
association mining.

To define the fitness function suitable for information fea-
ture optimization, and use DT = (U ,A

⋃
D,V ) to represent

the decision table, V is the feature evaluation matrix. Original
data set B ⊆ A, then the probability distribution of informa-
tion feature U/B relative to U/D is:

fij =
|B ∩ D|
D

(1)

The relative classification information entropy of U/B
relative to U/D can be expressed as:

G(U/B) =
m∑
i=1

k∑
j=1

|Bi|
U

f (2)

Among them, the relative classification information
entropy can reflect the classification results of information
features, and express the inconsistency of information fea-
tures. The degree of inconsistency reflected by information
entropy is proportional to the information eigenvalue: the
smaller the information entropy, the higher the information
consistency. Therefore, this paper selected the fitness func-
tion, or the relative classification information entropy defined
by Formula (2), so as to optimize the information features and
obtain the feature matrix [26].

This Section used a binary ant colony algorithm. The
solution to the problem could be represented by multiple
dimensions, and the optimized feature matrix calculation was
performed based on the above-mentioned feature matrix. The
process is as follows:

1) Randomly generate several vectors as the initial ant
colony, and use Formula (2) to calculate the classification
information entropy of each ant colony;

2) Update the historical optimized value of each ant colony,
compare all ant colonies, find the global optimum, and obtain
the optimized speed and optimized position relationship of
the ant colony. The calculation formula of optimized speed is
as follows:

v = vk + rand(qk − q0)+ rand(vk − v0) (3)

where, v0 is the original velocity of the ant colony, vk is the
speed at which the k− th ant colony moves, q0 is the original
position of the ant colony, and qk is the position of the k − th
ant colony movement.

3) Assign an ant colony feature weight according to the
optimized speed and the optimized position, thereby obtain-
ing a feature matrix corresponding to each ant colony;

4) After the iteration is completed, output the optimized
feature matrix.

Combined with the ant colony algorithm, the optimized
feature matrix is searched by the ant colony global optimized
motion step. Based on this, the information in the optimized
feature matrix is weighted to obtain the weighted features of
the hiding information:

χi = log(fi + 1)×

(
1+ log

1
N

N∑
i=1

[
fik
ni

])
(4)

where, χ is the weighted result of the information, and f is the
frequency of occurrence of hiding information in the sample
data. n is hiding information, N is the number of ant colonies.

On the basis of the optimization of the above information
features, the feature matrix is transmitted to the CNN for
learning, so as to extract the weight of the connection layer,
and use the obtained weight value distribution to confirm the
importance degree of the corresponding region of the weight,
and obtain the feature average matrix. At the same time,
the enhancement of the hiding information data features is
implemented according to the matrix [27]–[29]. The detailed
process is as follows:

The original information data D is set as a d1 × d2 matrix,
which is convoluted by multiple layers and input into the
matrix of the s×n×l in the CNN fully connected layer, where
s is the number of input features and the feature dimension is
n × l. At the same time, there is an t-layer fully connected
layer in the CNN, and the full-connection layer of each layer
can be described by W1 · · ·Wt , and the number of nodes can
be represented as k1 · · · kt . There are kt nodes in the t-th layer
fully connected layer, indicating kt classification problems. j
is the minimum number of nodes
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The average value of the beneficial weighting values for all
classifications is:

W̄ (j) =
1
kt

kt∑
j=1

W (j) (5)

Calculate according to Formula (5), rearrange W̄ to obtain a
matrix of W ′ sized [s× n× l]:

W ′ = [s× n× l, 1]→ [s× n× l] (6)

According to the above calculation, W ′ can be regarded as
the weight data of sn × l. Here, by taking an absolute value
for each data, it is possible to obtain a deviation of the mean
values of all the values in one data region, thereby enabling
the effective weights to be converted into large values, and
the invalid weights will infinitely approach [30], [31]. Do the
following operations for the t-th data:

W ′′ (t) =

∣∣∣∣∣W ′ (t)− 1
s× l

kt∑
t=1

W ′ (t)

∣∣∣∣∣ (7)

Calculate the average of the first dimension, then there is:

T (t) =
1
s

kt∑
t=1

W ′′ (t) (8)

For T , whose dimension is n× l, the operation of evaluating
the original data D is described. The random raw data (x, y)
is the evaluation of the region ((x − 1)× (d1/n− x × d1/n) ,
(y− 1)d2/l − y× d2/l) in D.
Combining the above calculations and analysis, the fea-

ture evaluation matrix V with the same D dimension
can be generated by using the definition of T , wherein
each element in V describes the element evaluation in the
corresponding D.

For the optimization of hiding information features of the
structured medical pathological data, the above process can
be used to obtain a data set after feature optimization, and
then apply the set to the information association mining [32],
which can effectively improve the mining quality.

B. HIDING INFORMATION GENERALIZATION
PROCESSING METHOD BASED ON GAUSS BELL FUNCTION
According to the optimization result of information features,
the Gaussian Bell function was used to generalize the hid-
ing information in structured medical pathological data. The
generalization value is:

Generalization value = [1,NumPr ototypes] : ϕ(Xk ) > e−1

(9)

where, ϕ(Xk ) is the eigenvalue obtained by decomposition of
the medical pathological data sample, and the membership
degree between the sample information and the original infor-
mation is obtained by combining the membership function,
which can be calculated by Formula (10).

ϕi(Xk ) = e
[
cosDist(Pr ot, zk

εi

]
(10)

where, i = [1,NumPr ot], εi is an extension of the member-
ship function.

According to Formula (9), the dispersibility of the hid-
ing information of structured medical pathological data is
obtained, and the generalized result of the generalization of
the scattered information is obtained as follows:

εj =

√
[ε(k ′ − 1)]

k ′
+

√
cosDist(k ′ − 1)

k ′
(11)

where, k ′ is the singularity that exists in the generalization
of information. The Gauss Bell function together with the
membership function method are used to generalize the opti-
mized hiding information, which can avoid the contingency
and randomness in the data mining process, thus improving
the reliability of information mining.

C. HIDING INFORMATION CLASSIFICATION MODEL
Based on the above hiding information optimization and
information generalization results, this study used the opti-
mized CNN to mine the association between the hiding infor-
mation of the structuredmedical pathological data [33]. It was
necessary to define a CNN first, using CNN to construct the
model of hiding information classification, as detailed below.

Suppose the CNN consists of two sets of Ve and Ed , which
are denoted as G = (Ve,Ed ). Ve is a non-empty finite set of
neural network nodes, and Ed is a finite set of network edges.
If the edge has a direction, it can be called a directed CNN;
instead, it can be called a non-directed CNN [34], [35].

By using the concept that CNN has the similarity between
structure and group structure [36], this study obtained
the association between information through the adjacency
matrix without obtaining the distance betweenmedical hiding
information in pathological data in advance [37], [38]. This
could effectively reduce the difficulty of mining and facilitate
obtaining a data adjacency matrix:

Ad =


0 a (i, j) · · · a (1, n)

a (2, 1) 0 · · · a (2, n)

· · · · · ·
. . . · · ·

a (n, 1) a (n, 2) · · · 0

 (12)

where, if the i-th data is the parent of the j-th data, then a (i, j)
is 1; otherwise, a (i, j) is 0. Assuming that the data has a single
parent node, the data classification model or the association
mining model is:

xk+1,i = AdFk,hxk,h + bk (h, i)+ Bk,iwk,i (13)

zk+1,i = Ck+1xk+1,i + vk+1,i (14)

where, xk,i ∈ Xk is the set of position and velocity of data i
on the horizontal and vertical axes, and i is the parent of data
i. bk (h, i) is a compensation vector, which is the positional
relationship between the data Q and its parent node; F and C
are the data vector transfer matrix and the observation matrix,
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respectively; B is the data vector noise matrix; w and v repre-
sent the noise present in the CNN, respectively. The observed
noise is subject to the positive distribution [39]–[41].

By analyzing the adjacency matrix, it is easy to confirm
the association between the information in the medical infor-
mation hiding in the pathological data group, such as the
parent-child association [42]–[44]. Assuming there is no par-
ent node, the data is called a head node. The classification
of such nodes will have an impact on the data, and the
classification of the head node itself will not be affected by
other data [45]–[48]. Therefore, the compensation vector b
in the head node classification is defined as 0, and xk,h is
its own vector at time k; otherwise, the data has a parent
node, and the data classification is affected by the parent
node, so the data classification model is utilized [49]. It is
possible to identify that the compensation vector b contains
detailed information about the direction and distance between
the node and its parent node. If the information data has
multiple parent nodes, then under the linear conditions, xk+1,i
can be defined as:

xk+1,i =
∑

wk (h, i)
[
Fk,hxk,h + bk (h, i)

]
+ Bk,iwk,i (15)

where, xk,i ∈ Xk ,
∑
wk (h, i) = 1,wk (h, i) ∈ [0, 1).

Based on the above CNN, the information data adjacency
matrix can be obtained, Data1 is the head node, andData2 and
Data3 are the child nodes of Data1, then the information data
group classification model [50], [51], that is, the association
model can be expressed as:


xk+1,1 = Fk,1xk,1 + Bk,1wk,1
xk+1,2 = Fk,2xk,1 + bk (1, 2)+ Bk,2wk,2
xk+1,3 = Fk,3xk,1 + bk (1, 3)+ Bk,3wk,3

(16)

D. HIDING INFORMATION ASSOCIATION MINING
ALGORITHM FOR STRUCTURED MEDICAL
PATHOLOGICAL DATA
Based on the information data group classification model
obtained from the above section, a classification standard is
defined, and the hiding information association mining of
structured medical pathology data is realized by CNN.

The vectors between the information are correlated and
not independent. However, since the coordination association
between the initial stages of information cannot be obtained,
the relationship between the information can be defined as
the coupling relationship between the group structure and the
information word vector. Here, the optimized CNN algorithm
can be divided into two stages. In information mining, infor-
mation should be treated as an independent classification.The
specific mining algorithm can be described as follows:

Input: test samples and training samples based on the
hiding information to be mined, by formula (16) to obtain
information data group classification model xk,i

Output: Result of mining hiding information of structured
medical pathology data.

Initialize structured medical pathological data, and per-
form pathological data hiding information associationmining
based on optimized convolutional neural network.
Setp1: In this study, a classification standard was defined

when information was mined by CNN:

π (X) = 1(X)
∑
c′
ωc
′

(I ) (F (L)) pc
′

(17)

where, c′ is a discrete variable, ωc
′

(I ) is an information
weight value, F (L) is a set of all finite information subsets,
and pc

′

is an information probability density.
Setp2: Formula (17) is in a closed state under Bayesian

recursion. When the prior probability density of the hiding
information of the structured medical pathological data is in
the form of Formula (17), then the simplified form prediction
process of the information classification standard.

π
(
X ′
)
= 1

(
X ′
)∑

c′
ω(I ,ζ )pζ (18)

ω(I ,ζ ) = ωB (I ∩ B) ωξs (I ∩ L) (19)

pζ = = pζs (x, λ)+ pB (x, λ) (20)

where, ωB (I ∩ B) is the weight value of the newly added
information label, ωξs (I ∩ L) is the weight value of the exist-
ing label, pζs (x, λ) is the density of the maintenance infor-
mation acquired by the prior density, and pB (x, λ) is the
probability density of the newly added information.
Setp3: Assuming that the predicted density of multiple

pieces of information is not the previous prediction result,
the classification criteria can be expressed in the form of
Formula (21), and Formula (21) is the information-associated
classification model under the current conditions, namely the
mining model:

π (X |z ) = δ1
(
X ′
) ∑
(I ,ζ )∈F(L)×G

∑
2M

ω(I ,ζ,θ)D′pζ (21)

where, 2M is a set of M elements at the maximum weight,
and ω(I ,ζ,θ) is the information association normalization
weight value, which is determined based on the expert
method, according to the expert’s knowledge and experience
to determine the weights of the information indicators in all
directions, calculate the mean value and standard deviation
of each indicator weight, and determine the final weight by
continuous feedback and modification.
Setp4: According to the obtained information word vector

mining results, the classification group structure is obtained,
and then the information group cooperation association is
obtained, thereby completing the mining of the association
information between the structured medical pathological data
hiding information.
Setp5: End
Based on the above analysis, the hiding information asso-

ciation mining of structured medical pathological data is
realized. The overall mining process can be shown in Figure1.

VOLUME 8, 2020 1447



X. Li et al.: Structured Medical Pathology Data Hiding Information Association Mining Algorithm Based on Optimized CNN

FIGURE 1. Overall mining process flow.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the overall effectiveness of the hiding
information association algorithm based on optimized CNN
structured medical pathological data, a comparative experi-
ment was conducted in this study.

A. EXPERIMENTAL DATA
The experimental data sources from TCGA (The Cancer
Genome Atlas)(https://portal.gdc.cancer.gov/).The TCGA
database contains clinical data, genomic variation, mRNA
expression, miRNA expression, methylation and other data
of various human cancers. It is an important data source for
cancer researchers.Ten million pathological data sets were
extracted from TCGA database. The experimental data set
mainly includes categories such as BreaKHis data set, Came-
lyon data set, Original sequencing data set, and Differential
gene data set. Two point five million data collected per cate-
gory. The information hiding in pathological data association
was mined using the optimized CNN algorithm. In the exper-
iment, 70% of the data was used as training data, 30% of the
data was used as test samples, and the experimental platform
was Matlab.

B. EXPERIMENTAL INDICATORS
The experimental data sets were all standard formats and
could be directly applied to experiments. Based on the above
experimental environment and data, five experimental indi-
cators were selected for experimental analysis, as follows:

1) RESULTS OF FEATURE OPTIMIZATION EVALUATION
As Section III(A) pointed out, in order to avoid the problem
of information association mining due to information redun-
dancy under complex conditions, this paper completed the
optimization of information features based on rough classifi-
cation information entropy and ant colony algorithm. In order

to verify the feature optimization effect, this study evaluated
the feature optimization results, according to formula (8),
it can be known that the average value T of the first dimension
describes the evaluation of the original data and uses it as a
feature optimization factor to reflect the advantages and dis-
advantages of the evaluation results. The larger the value T ,
the better the result of feature optimization;

2) ASSOCIATION RECOGNITION RATE
OF HIDING INFORMATION
In the implementation process of the proposed algorithm,
the association between nodes needed to be recognized, and
the proposed algorithm was compared with the methods in
Literature [5], Literature [6], Literature [8] and Literature [9].
The calculation formula of the hiding information association
recognition rate is as follows:

Recog =
J

All right information
× 100% (22)

where, All right information is the true amount of hiding
information. J is the amount of hiding information identified
by the algorithm.

3) ANTI-INTERFERENCE PERFORMANCE OF DATA
CLASSIFICATION RESULTS
The construction of information group classification model is
an important condition for realizing data mining. As pointed
out in Section III(C), the data classification results may
be affected by the nodes, so this study analyzed the
anti-interference performance of the data classification
results and expressed with anti-interference factor τ in for-
mula(16); the larger the τ , the stronger the anti-interference
ability of the algorithm is. The value range is set to [0-1];

4) MINING RECALL RATE OF DATA ASSOCIATION
The recall rate of the association mining algorithm was com-
pared to verify the performance of the algorithm. The formula
for calculating the recall rate is as follows:

Rec =
Information extracted
All right information

× 100% (23)

where, information extracted is the amount of hiding infor-
mation extracted.

(5) Accuracy of Hiding Information Association Mining
The proposed algorithm was compared with the methods in
Literature [6], Literature [7], Literature [8] and Literature
[9] and Literature [10] in terms of mining accuracy, thereby
verifying the advantages of the proposed algorithm.

Acc =
Correct information
All right information

× 100% (24)

where, Correct information is the correct amount of hiding
information
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FIGURE 2. Comparison of feature optimization evaluation results of
different methods.

FIGURE 3. The influence of the first dimensional average value on the
recognition rate of hiding information association under different
methods.

C. COMPARISON OF FEATURE OPTIMIZATION
EVALUATION RESULTS
The comparison results of the optimization evaluation of the
information features under different methods, it is shown
in Figure2.

According to the analysis result of Figure2, the first dimen-
sional average value of the above methods were all higher
than the minimum limit value. The first dimensional average
value of Literature [5], Literature [6], and Literal [7] and
Literature [8] were around 2, and the first dimensional aver-
age value of the Literature [9] and Literature [10] methods
were relatively high up to 4 but still below the proposed
algorithm. In comparison, the first dimensional average value
of the proposed algorithm was significantly higher than the
traditional method, and kept increasing with the increase of
experimental time. This is because the proposed algorithm
is used to optimize the feature of the hiding information
based on the rough classification relative index information
entropy and ant colony algorithm, which improves the feature
optimization effect and provides the basis for the hiding
information association mining.

D. COMPARISON OF HIDING INFORMATION
ASSOCIATION RECOGNITION RATE
The comparison results of the hiding information association
recognition rates of different methods are shown in Figure3.

According to Figure3, as the value of the first dimen-
sional average value T changes, the association recognition
rate of the hiding information also changes, and the overall

TABLE 1. Comparison of anti-interference performance of data
classification results.

trend is fluctuating. Compared with the literature results, the
association mining algorithm based on the hiding informa-
tion of the structured medical pathological data optimized
by CNN shows a high recognition rate of data association,
which fluctuates around 80%. The method of Literature [6]
can reach 80% at the peak, but the average level is about
60%. The methods of the Literature [5], Literature [8] and
Literature [9] ranged from 8% to 40%. It can be seen that the
first dimensional average value will have an impact on the
mining effect. In the data mining, the influence of the feature
shadow should be fully considered. The proposed algorithm
takes into account the role of the first dimensional average
value T .

Before mining the medical information hiding in patho-
logical data association, the information features were opti-
mized, and substitutes it into the CNN data classification
model, thereby realizing the hiding information associa-
tion mining, improving the information recognition rate and
enhancing the quality of data mining.

E. ANTI-INTERFERENCE PERFORMANCE OF DATA
CLASSIFICATION RESULTS
Comparison of anti- interference performance between liter-
atures results and the data classification results of proposed
algorithm under the influence of node and no node. It is
shown in Table1.

According to the analysis data of Table 1, the above several
methods are affected by the nodes. Under the influence of no
nodes, the τ value is large and the anti-interference ability
is strong. The method of Literature [10] has the smallest τ
value under the influence of nodes, which is 0.20, followed by
Literature [7], τ value is 0.25, and themethod of Literature [8]
and Literature [9] has strong resistance to nodes of 0.61 and
0.52 respectively, but still low. In the proposed algorithm
and under the condition of node influence, the τ value of
the proposed algorithm is above 0.90, which indicates that
the data classification model constructed in this paper has
better performance and provides a good foundation for data
association mining. This is mainly due to the fact that this
paper first generalizes the information, and avoids the contin-
gency and randomness in the data processing process, thereby
realizing data classification, reducing external interference
and enhancing classification performance.
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FIGURE 4. Comparison results of data association mining accuracy under
different methods.

F. COMPARISON OF THE ACCURACY OF HIDING
INFORMATION ASSOCIATION MINING
In order to further verify the experimental results of
Section IV (E) and the effectiveness of the proposed
algorithm, this study compared the accuracy of hiding infor-
mation association mining of structured medical pathological
data between the proposed algorithm and the methods in Lit-
erature [6], Literature [7], Literature [8], Literature [9], and
Literature [10]. The comparison results are shown in Figure4.

According to Figure4, the mining accuracy of the proposed
algorithm is always at a high level. When the data amount
is one million, the highest mining accuracy reaches 79%.
After the data amount is two million, the accuracy slightly
decreases, which is lower than Literature [8], but it quickly
rises going up, after the data amount is two point six million,
the mining accuracy of the proposed algorithm is always
higher than that of several other literatures.

It can be seen from Figure4 that the accuracy of Literature
[9] shows an upward trend, up to 40%. The accuracy of Lit-
erature [7] and Literature [10] rises first and then decreases,
at about 20%. The accuracy of Literature [6] is up to 53%. The
mining accuracy of Literature [8] is up to 60%, which is the
highest accuracy among several literatures. However, com-
pared with the proposed algorithm, there is still a large gap.

According to the above data,when the proposed algo-
rithm is used to mine the hiding information association in
structured medical pathological data, the mining accuracy
is higher than the traditional method, which shows that the
results obtained by this algorithm are more accurate and can
be applied in practice.

G. COMPARISON OF RECALL RATES OF DATA
ASSOCIATION MINING
Table2 compared the mean of the information and the recall
rate of the information data association data of the proposed
algorithm under different experimental times.

TABLE 2. Data relevance mining recall rate comparison of different
research results.

Data analysis results in Table2 shows that the highest recall
rate of the structured information path mining data based on
the optimized CNN is 99.24%, and the highest recall rate of
Literature [7] is 87.24%, the recall rate of Literature [8] is up
to 92.24%, the highest recall rate of Literature [9] is 86.35%,
and the highest of Literature [10] is 94.02%.

By comparison, the proposed algorithm’s data association
mining recall rate is significantly higher than that of Lit-
erature [7] and Literature [8], indicating that the proposed
algorithm has superiority in effectivelymining the association
information of structured medical pathological data and the
data mining quality of the algorithm is high.

In summary, the experimental results show that the pro-
posed method has better feature optimization and it is better
than the traditional methods in terms of data association
recognition rate, data association mining recall rate and data
association mining accuracy, indicating that the proposed
algorithm can realize the effective mining of hiding informa-
tion association of structured medical pathological data after
the CNN is optimized.

V. CONCLUSION
In order to solve the problem of low recognition rate and
poor accuracy of mining results of traditional algorithm, this
study used the optimized CNN to analyze the hiding infor-
mation association mining of structured medical patholog-
ical data. First of all, this study optimized the information
features to highlight the significant features of the informa-
tion and reduce the data redundancy rate. Then, the CNN
was used to realize the information mining classification
mining. The experimental results of the proposed algorithm
show that the proposed algorithm is superior in performance
and feasible. It can provide some reference for data min-
ing research. Although the proposed algorithm has achieved
some results, there are still many shortcomings, and the
application of convolutional neural networks is insufficient.
In the future, we should fully study the convolutional neural
network and use its powerful computing advantages to fur-
ther analyze the data mining hierarchy to get more accurate
mining results.
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