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ABSTRACT Handwritten character recognition has been profoundly studied for many years in the field
of pattern recognition. Due to its vast practical applications and financial implications, the handwritten
character recognition is still an important research area. In this research, a Handwritten Ethiopian Character
Recognition (HECR) dataset is prepared to train a model. Images in the HECR dataset were organized
with more than one color pen RGB main spaces that are size normalized to 28 x 28 pixels. The dataset
is a combination of scripts (Fidel in Ethiopia), numerical representations, punctuations, tonal symbols,
combining symbols, and special characters. These scripts have been used to write ancient histories, science,
and arts of Ethiopia and Eritrea. In this study, a hybrid model of two super classifiers: Convolutional Neural
Network (CNN), as well as eXtreme Gradient Boosting (XGBoost), are proposed for classification. In this
integrated model, CNN works as a trainable automatic feature extractor from the raw images and XGBoost
takes the extracted features as an input for recognition and classification. The output error rates of the hybrid
model and CNN with a fully connected layer are compared. A 0.4630 and 0.1612 error rates were achieved
in classifying the handwritten testing dataset images, respectively. The XGBoost as a classifier gave better
results than the traditional fully connected layer.

INDEX TERMS Convolutional neural network (CNN), eXtreme gradient boosting (XGBoost), feature
extraction, pattern recognition.
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I. INTRODUCTION

In the field of pattern recognition, handwritten character
recognition has been widely studied for many years. Further-
more, the handwritten recognition is an important research
area due to its vast practical applications and financial impli-
cations. Many industries are in need of a decent recognition
rate with the highest reliability. Interestingly, industries in
works related to real-life problems are more interested in
reliability rather than recognition accuracy [1]. Recognition,
interpretation, and identification of documents are three
major known handwritten document manipulation. Hand-
writing recognition is the process of transforming a language
represented in its spatial form of graphical symbols into its
symbolic representation. Handwriting interpretation refers to
the task of determining the meaning of a body of handwriting.
Handwriting identification is the process of identifying the
author of a handwriting sample from a set of writers, assum-
ing that each person’s handwriting is distinctive [2], [3].

Several automatic systems of offline handwriting recogni-
tion are already available in the marketplace. However, these
systems provide solutions mainly for major world scripts
such as English, Japanese, Chinese, and Arabic. Moreover,
the recognition problems of these scripts are still not solved
entirely. On the other hand, there are many scripts used in
different parts of the world for which no automatic system
for recognizing the handwritten character images, exists.
Furthermore, due to massive variability in handwriting
styles, the state-of-the-art handwriting recognition technolo-
gies often fail to provide satisfactory performance on various
types of handwriting samples.

In the recent past, handwriting recognition technologies
have progressed rapidly and significant improvements have
been achieved by using different algorithms, such as Support
Vector Machines (SVM), Convolutional Neural Networks
(CNN), and Artificial Neural Networks (ANN) [4]. A gradi-
ent boosting algorithm was developed for very high predictive
competence. However, its espousal is very limited because the
algorithm requires one decision tree at a time in minimizing
the errors of all previous trees in the model. Therefore, it takes
longer to train even the simplest models. To overcome this
problem a new algorithm called XGBoost was discovered.
In the XGBoost, individual trees are created using multiple
cores and data is organized for minimizing the lookup time,
which reduces the training time of models and also improves
classification accuracy. The most important factor behind
the success of XGBoost is its scalability in all scenarios.
The system runs more than ten times faster than existing
popular solutions on a single machine and scales to billions of
examples in distributed or memory limited settings. Several
systemic and algorithmic optimizations are key factors for the
scalability of XGBoost [5].

On the other hand, CNN is a special kind of ANN designed
to explore the geometry of images in order to accommodate
the prior knowledge of the model. The CNN is built using
a hierarchical architecture for learning deeper features from
the image dataset. Scalability is one of the main advantages
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presented by these models. Nonetheless, CNN has some
drawbacks. In contrast to XGBoost, since the loss surface
is non-convex, a global minimal is not assured in this case.
Furthermore, the last layer of CNN is a traditional fully
connected linear layer classifier and less efficient than an
XGBoost. Therefore, to overcome the drawbacks of CNN
and XGBoost, a hybrid technique of CNN and XGBoost
is used in this paper. This combination helped to address
the limitations of both techniques while combining the best
characteristic of each to enhance accuracy. First, CNN is
trained using backpropagation in order to extract features.
Second, the extracted features are given as an input to the
XGBoost for classification.

Among the many languages in Ethiopia Geez, Tigrigna
and Ambharic are some of the Semitic languages that have
morphologically diverse scripts and numbers of their own.
These scripts and numbers are almost the same except one
additional base script with its orders and some special scripts
exist in Tigrigna (Table 1). They have their own consonants
(base scripts) and vowels (orders). An abugida is a technique
used to write these languages. Geez has been spoken in
Ethiopia since the Axumite kingdom. However, it is currently
used as the only language of liturgy in Ethiopian and Eritrean
Orthodox Tewahdo Churches. Many of the ancient histories,
science, and arts of Ethiopia and Eritrea are handwritten doc-
uments. To preserve these documents, modern commercial
Optical Character Recognition (OCR) software is required.
The present study mainly focuses on the recognition part of
OCR. Many researchers have performed handwritten charac-
ter recognition based on their country’s characters. Like any
other country, the main challenges of research in Ethiopian
indigenous scripts recognition are the use of a large number
of scripts in the writing, and the existence of a large number
of visually identical scripts.

As Ethiopian handwritten character recognition has not
been studied yet, the main contributions of this study are
the following: 1) 502 Ethiopian scripts were collected and
ordered in their sequence; 2) as there was no existing offline
dataset for Ethiopian scripts, a new dataset is prepared in
28 x 28 pixels that are manually cropped; 3) for the first
time, a handwritten dataset that was prepared with more than
one color pen is used; and 4) a combined model of CNN
and XGBoost is proposed for Ethiopian handwritten scripts
recognition.

The rest of this paper is organized as follows: Section II
reviews the related work in the field of handwritten character
recognition. Section III describes the deep learning concepts
and algorithms. Section IV reviews the material and method
used. Section V elaborates experimental results and analysis
in detail. Section VI presents some conclusions and potential
future research directions.

Il. RELATED WORKS

Handwritten character based on the most frequently used
520 types of Hangul characters in Korea is reported by
Park and Lee [6] using a framework of stochastic models,
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TABLE 1. Most widely used ethioplan scripts.

Base Orders Base Orders

Basic Scripts U GLYdiuw n hrhhhhh
A AAAAA N h HRRARHD
h Avch b A m OPPRM>P
an  daeapapagoge 0 0% 990 °
w URUf Uy U o H HHHHHHH
4 b6l " HTHHEHT
n fFALA NN P eRPREeP
A FAARAR L Ry
P ke PP £ BEEEEE
F FE3EPF 7 1IN
n nrnNnnNn m MMM MM M
f AR [130N2 /4 3Y1 ¥ 13¥4
+ ttFtT T 2 SR8 448
T FEFETF A RRR KRR
4 iy A2 S B e 194967
7 i L S B é 4444t R
T OFLERAF T TFTITT7
A O

Special Scripts e e PR & FRER

Tefeh T o TB N

AhTAYZAARENDLESLE AN T LLES

Numbers

menld 2 & T

the first-order hidden Markov models (HMMs). A deep
CNN with 5 convolutional and 3 fully connected layers
were also used to evaluate handwritten letter recognition [7].
Keysers et al. [8] used Google online handwriting recognition
systems for multiple-language such as Chinese, Japanese, and
Korean based on ANN. Pradeep et al. [9] applied ANN in
handwritten character recognition of 38 English alphabets
and numbers. The experiment by Katiyar et al. [10] used a
well-known standard database acquired from CEDAR that
contains images of alphabetic and numeric characters and for
evaluating accuracy, SVM was used.

Arabic handwritten numeric character recognition using
deep learning neural networks is addressed by
Tushar and Ashiquzzaman [11]. In this case, Multi-Layer
Perceptron (MLP) and CNN were used for comparison.
Younis [12] also applied a deep CNN on Arabic handwritten
character recognition. In knowing the best methodology in
recognizing handwritten Marathi characters, SVM and Feed-
Forward ANN were compared by Kamble and Hegadi [13].
The rectangular histogram-oriented gradient was used to
extract the features of the characters, while SVM was applied
as a classifier. Suganthi and Dineshkumar [14] used a feed-
forward ANN to recognize Sanskrit characters. CASIA is
an offline dataset for Chinese characters. Many handwritten
character recognition research works have been reported
using this dataset as can be found in a research paper by
Chen [15] in which CNN was applied to the dataset. Using
different architecture, Zhang [16] also used a deep CNN
to recognize Chinese handwritten characters on the same
dataset.
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Although several studies have reported on Ethiopian-
Ambharic OCR, they did not include all the Ethiopian scripts.
Zewidie [17] included only 15 Ethiopian scripts using SVM.
On the other hand, Birhanu and Sethuraman [18] used an
ANN approach to develop OCR for real-life Amharic doc-
uments. Meanwhile, Jawahar and Meshesha [19] worked
on Amharic OCR using the SVM classifier on top of
the existing Indian language classifier. The latest paper by
Weldegebriel et al. [20] on Ethiopian Geez script using
CNN and a feedforward MLP has followed two steps: First,
MLP compared four widely used Ethiopic typefaces such as
Ethiopian Jiret, Ebrima, Nyala and Abyssinica SIL. Images
of 26 basic Ge’ez scripts written from those typefaces were
given to the system as input for training. Scanned documents
were given again as an input to check which of those type-
face scripts are recognized and classified well. As a result,
scripts written in Ethiopian Jiret typeface are recognized very
well. Second, using Ethiopian Jiret typeface many images of
strings are generated using a standard python codec registry.
These images are used as an input to the CNN and MLP for
comparison.

Ill. DEEP LEARNING CONCEPTS

In a time when a large number of datasets and supercomputers
were difficult to acquire, it was not possible to think about
deep learning. Currently, there are enormous amounts of
structured and unstructured data on the net. Improvements
in computer hardware and network structure have enabled
the training of truly deep CNNs only recently [21]. In order
to manipulate the existing resources, some concepts and
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algorithms have been developed. To mention some of them,
deep learning is briefly introduced in section A. Then, super-
vised learning and soft-max are described in-depth under
section B and C, respectively. Finally, the feedforward net-
work is presented in section D.

A. DEEP LEARNING

Deep learning is a branch of machine learning in artificial
intelligence (Al) that has networks capable of learning pat-
terns from a given data. It is a machine learning paradigm that
focuses on learning deep hierarchical models of data. Deep
learning is most easily explained in contrast to more shallow
learning methods. An archetypical shallow learning method
might be a feedforward NN with an input layer, a single hid-
den layer and an output layer trained with backpropagation
on a classification task [22]. It is known that a regular NN
receives an input (a single vector), and transforms it through
a series of hidden layers. Each hidden layer is made up of a
set of different numbers of neuron units, where each neuron
unit is fully connected to all neurons in the previous layer. The
neurons in a single layer function are completely independent
and do not share any connections. The last fully-connected
layer is known as the output layer. In a classification task,
the output layer represents the class scores (posterior proba-
bility for each class). Regular neural networks do not scale
well for large image sizes.

CNN takes advantage of the fact that unlike regular NN,
the neurons of convolutional network layers are arranged
in 3 dimensions which are width, height, and depth. The
term depth here refers to the third dimension of an activation
volume (channel), not to the depth of a full NN, which can
refer to the total number of layers in a network. The neurons
in a layer are connected to a small region of the layer in
the previous layer instead of all of the neurons in a fully-
connected manner. As a result, all the neurons have the same
connection weights, and the last fully connected output layer
would have a dimension of 1 x 1 x ¢ (¢ refers to the number
of classes) as a full image is reduced to a single vector of
class scores. As described above, a convolutional network is a
sequence of different layers and every layer of a convolutional
network transforms a given input volume of activations to
another output through a differentiable function.

The main types of layers that build a CNN model are
the convolution layer, rectifying linear unit, dropout, pool-
ing layer, and fully connected layer [23]. These layers are
going to be thoroughly explained in the CNN classifier
section. In machine learning, there are many learning algo-
rithms. Supervised, unsupervised, and reinforcement are the
most commonly known learning mechanisms. Based on their
applications, algorithms classified under these learnings can
be divided into continuous and categorical groups.

B. SUPERVISED LEARNING

Supervised learning is the most popular machine learning
technique that many computer vision researchers have been
conducting their research using it. Supervised classification
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of an image is done when the classification categories are
defined. The data is divided into training and testing sets,
but part of the dataset is also taken as a validation set from
the training set after the testing set is separated from the
dataset. The labeled data will be fed to the machine learn-
ing algorithm for training. The algorithm is trained on the
labeled dataset and gives the desired output (the pre-defined
categories). During the testing phase, the algorithm is fed
with data that has never been seen before and classifies
them into categories based on the knowledge it got during
the training phase [24], [25]. According to Andrew [26], in
order to perform supervised learning, the representation of
functions or hypotheses (%) must be decided first. As an initial
choice, let y is approximated as a linear function of x:

h(x) = Bpxo + O1x1 + O2x2 (D

considering the intercept term xg = 1, so that:
n
hoy=7) . Oxi=6"x ()

To formalize this, a nonlinear cost function is defined to
measure, for each value of the 6 how close h(x®) are to the
corresponding y®:

1 —m . .
Fi@) =5 () =02 @)

Weight 6 must be chosen so as to minimize the function
F1(0). To do so, a search algorithm is used that starts with
some initial guess values for 6, and that repeatedly changes
0 to make the value of F1(0) smaller, until it converges to a
value of 6 that minimizes F(6). Specifically, consider the
gradient descent algorithm, which starts with some initial
values of 0, and a learning rate «, then repeatedly performs
the update:

9
1= — oz 11O) “)

In order to implement this algorithm, the partial derivative
term on the right-hand side must be performed as follows.
In the first case, only one training example (x, y) is consid-
ered. The equation on the left side is from (4) and the right
side is from (3). Neglecting the sum in the definition of F(0),
the final result of the derivation is:

a 0

= Yy -y
55,710) = 55 % 50 =)

1 a
=2 x S(h(x) = y) x a—ej(h(X) —)

0 n
= (hx) = y) x 3—91.(21-:0 Oixi = y)
= (h(x) — y)x; %)
Substituting (5) in (4) gives
6 = 0 + a(” — h(xD))xf” (6)

Due to many existing optimization techniques in machine
learning, many researchers use different optimizers to mini-
mize their losses and increase accuracy. The ultimate goal of
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this mathematical calculation is to get a good model that can
generalize for unseen data. The stochastic gradient descent
algorithm (also called incremental gradient descent) is used
in this work. Stochastic gradient descent can start making
progress right away, and continues to make progress with
each example it looks at. Often, stochastic gradient descent
gets 0 close to the minimum much faster than batch gradient
descent (However, note that, it may never converge to the
minimum, and the parameter 6 will keep oscillating around
the minimum of F'{(#), but in practice, most of the values near
the minimum will be reasonably good approximations to the
true minimum). The stochastic gradient descent algorithm is
shown below.

for every j {
fori=1tom{
6 =t + a6 — h(xD))x{”
}
}

When a training set is large, stochastic gradient descent is
often preferred over batch gradient descent as batch gradient
descent tries to scan through the entire training set before
taking a single step which is a costly operation if the training
sample (n) is very large [26], [27].

Models often involve some unknown parameters. The
unknown parameters of a model have to be assessed before
solving the model. Parameters can be determined using
the model and the observed data from the real problem.
Parameter estimation problems take various forms, i.e. non-
linear optimization, nonlinear equations or nonlinear least
squares which can be solved by numerical methods. There
are also many numerical methods, which are appropriate
for a specific variety of problems. Newton’s method and
its variants are some of the methods enabling us in solving
parameter estimation problems of small to medium scale.
Newton’s method may fail if the Hessian (Jacobian) matri-
ces are singular or indefinite (singular). Newton’s method
with trust-region has been used to avoid such a problem.
Equation (3) is nonlinear least square and has been described
well mathematically by Kabir [28]. Given input-output pairs
of (t;,v;),i =1, ..., m, itis possible to find a vector x € R"
that gives the best fit in the least square sense to model a
function A(t, x), where 4 : R" — R™,

The components of the residual F| : R” — R™ are defined
as Fi(x) =y —h(tj,x),Vi=1,...,m.

The aim is to compute the vector x which minimizes the
difference between y; and h(#;, x) for all i = 1, ..., m. This
can be considered as a problem where the sum of squares of
residual components is to be minimized.

min ¢(x) = min %Fl ' Fi(x) 7

The value % is taken for convenience and it has no effect
on the optimal value of x. in practice, m is significantly larger
than n and the experimental errors yield y; # h(¢;, x) even
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with the best possible x. Applying Newton’s method to (7) a
Newton step sy for the current iterate x; can be obtained from
solving

V2p(xi) sk = —Ve(xx) for sy ®)
N e’ e
H (xy) g(xx)

The Hessian matrix H(x;) and the gradient vector g(xy) is
given by

m

H(x) = A)"A) + ) V2 Filx)Fi(x)
i=0

-~—
Sk

= AT A + si ©)

g) = Y VFi(x)Fi(x)
i=0
= VF1(x)" Fi(x)
N
Alxg)
= AG)" F1(x) (10)

The s in (9) is usually expensive to compute. To avoid much
computing cost s is omitted and obtains

H(x) ~ AGo) T Alx).
Hence (8) can be rewritten as
AT AG)se = —AG)T Fi(w),

which is the system of normal equations for the Gauss-
Newton equations

Axp)s = —F1(x) (11)

To avoid singularity in A(xy) the regularization described by
Kabir [28] in section 4.3 is used for (11) which gives the
Levenberg-Marquardt equations

()--()
where \/yk is a positive parameter chosen by some strategy in
order to avoid an inappropriate condition of the linear least-
squares sub-problem 11, and / is the initial approximation of
the Hessian unit matrix. If the nonlinear least square (resid-
ual) |[F1(x)|| is very large, then the Gauss-Newton equation
will not be a good approximation and the convergence may
not be guaranteed. In such a case, it requires a better approx-
imation of the Hessian given in (9).

C. SOFT-MAX

Soft-max regression is a generalized logistic regression that
is used as a multi-class classification under the assumption
that all the class labels are mutually exclusive.

" h(x)(i)

_ Dy

p(y = jlh(x)") = W (13)
J:
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The net input A(x) is:
h(x) = Ooxo + 01x1 + ... 4 Opxy = Z:"_O Ox; = 0T x

where 6 is the weight vector, x is the vector of one training
sample, and 6 is the bias unit.

D. FEEDFORWARD NETWORKS

A deep feedforward network often called ANN, or MLP is the
quintessential deep learning model. The goal of a feedforward
network is to approximate some functions of ;. For example,
for a classifier, y = F1(x) maps an input x to a category y.
A feedforward network defines a mapping y = F(x; ) and
learns the value of the parameter 6 that results in the best
function approximation. These models are called feedforward
because information flows through the function being evalu-
ated from x, through the intermediate computations used to
define F1, and finally to the output y.

Feedforward networks are of extreme importance to
machine learning practitioners. They form the basis of many
important commercial applications. For example, the convo-
lutional networks used for object recognition from photos
are a specialized kind of feedforward network. Feedforward
networks are a conceptual stepping stone on the path to recur-
rent networks, which power many natural language applica-
tions. Feedforward NN are called networks because they are
typically represented by comprising many different functions
together [29].

IV. MATERIAL AND METHOD

In this study, a combined model of two super classifiers is
presented: CNN and XGBoost. First, the CNN classifier is
briefly introduced in section A and the XGBoost classifier
in section B. The hybrid CNN-XGBoost trainable feature
extractor model is presented in section C. Finally, the param-
eter selection and data preparation are discussed in section D.

A. CNN CLASSIFIER

Due to the availability of better computational hardware and
massive training data in recent years, CNN has been used to
achieve state-of-the-art performance in character recognition.
CNN model can be used in three different ways: (i) training
the CNN from scratch; (ii) transfer learning strategy to lever-
age features from a pre-trained model on a larger dataset; and
(iii) keeping the transfer learning strategy and fine-tune the
weights of CNN architecture [30]. A CNN is a multi-layer
ANN with a deep supervised learning architecture that can
be defined as the composition of mainly four layers.

1) CONVOLUTIONAL LAYER

A convolutional layer is the core building block of a con-
volutional network that does most of the heavy computa-
tional lifting. The input image is passed through a stack of
convolution layers which is the main component of a CNN
whose job is to detect important parts of the input image
pixels. It is at this layer that all automatic feature extractions
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are performed using a window (patches) that moves over the
image [31]. Many researchers use filters with a small 3 x 3 or
5 x 5 receptive field (which is the smallest size to capture the
notion of left/right, up/down, and center) throughout the CNN
or sometimes can be changed in between the architecture.
In this paper, a 3 x 3 filter is considered and slide over the
complete image. As shown in Fig. 1, a dot product between
the filter and a small 3 x 3 region of the input image plus
bias (87 x + b) results in a scalar value. The output after the
complete image is convolved is known as activation (feature)
map. The spatial size of the output volume is computed as a
function of the input volume size (W), the receptive field size
of the Convolutional Layer neurons (F), the stride with which
they are applied (S), and the amount of zero padding used (P)
on the border as below.

W —F +2P

1
S +

28 28x28 Image

/ 3x3Filter ()
/

3

FIGURE 1. Convolving an image of 28 x 28 with a filter of 3 x 3.

A convolution layer can be mathematically described as
follows:

1o
Cp(l,])

=o( > > xi—uj—v)x6 v)+b) (14

U=—0Q V=—00

where C is a convolution layer, [/ indicates the layer,
P, q denote the map indices of current and next layers, respec-
tively, and i,j are a row and column indices, respectively
of the feature map. o is the activation method, x is an
image or activation map, 6 is a kernel, and b is the bias [32].

2) POOLING LAYER

It is common to periodically insert a pooling layer inbetween
successive convolutional layers in a convolutional network
architecture. Its function is to progressively subsample the
spatial size of the input image to reduce the number of
parameters and computation in the network; and hence, con-
trol overfitting. The pooling layer operates independently on
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FIGURE 2. Max pool with 3 x 3 filter and 2 strides.

every depth slice of the input and resizes it spatially using
the max operation. The down-sampling of the input size is
also done the same way as a filter kernel without using zero-
padding as below [33].

% + 1, where the same is true for the height. A pooling
layer can be mathematically described as follows:

S p=max( Y Y Chli—uj—v) (15

U=—00 v=—00

The max value is chosen as in Fig. 2.

3) FULLY CONNECTED LAYER

As seen in regular ANN, neurons in a fully connected layer
have full connections to all activations in the previous layer.
A fully connected layer is a trainable classifier where their
activations can be computed with a matrix multiplication
followed by a bias offset. The only difference between the
fully connected layer and convolution layer is that the neurons
in the convolution layer are connected only to a local region
in the input and that many of the neurons in a convolution
volume share parameter. However, the neurons in both layers
still compute dot products, so their functional form is identi-
cal [23]. The final output of the convolution layer will be an
input to the fully connected layer for classification purposes.

B Y |G|
Al & Al Al A &
70| 4| Al el eh
&) h| ch| A @o| o 6‘19
%] gv| qo| go| ¢d.| goe
Oh 3% &%) 1P| W WML

Fsle

==
3

.
”[  CNN Model

4) RECTIFIED LINEAR UNITS

Although a number of activation methods exist, the most
popular ones include: rectified linear units (ReLU), sigmoid
(logistic), and hyperbolic tangent (Tanh). In a given network,
the differentiability of an activation function is very important
in order to perform a backpropagation mechanism. Accord-
ingly, the weights can be optimized using any optimization
techniques to reduce errors. Therefore, this paper uses a
ReLU activation function. Mathematically, it is represented
in the form of h(x) = max(0, x) where all negative elements
of the input values (x) are clamped to zero. The rectifier acti-
vation function is used instead of a linear activation function
to add non-linearity to the network. Otherwise, the network
would only ever be able to compute a linear function.

Fig. 3 describes the general method followed in getting
the best accuracy in comparing a fully connected layer and
XGBoost as classifiers of the CNN. From this perspective
as shown in Fig. 4, an eight-layer (only accounting for the
convolutional layer and the fully connected layer) network
consisting of six convolutional layers and two fully connected
layers is designed. Every two convolutional and ReLU layers
are followed by a max-pooling layer and a dropout layer. The
last max-pooling layer is followed by a fully-connected layer
that contains 512 neurons that are used to perform the final
classification.

The input layer is a matrix of size S; x S; RGB images.
Feature map layers (L1, L, L3, L4, Ls, and Lg) are used to
compute the features, and every two feature maps used dif-
ferent resolutions. Each neuron on a feature map connects
9 inputs with its previous layers, and they are defined 3 x 3
convolutional filtering kernel known as the receptive field.
All the neurons in one feature map share the same kernel
and connect weights (known as the sharing weights). With
a kernel size of 3 and a subsampling ratio of 2, each feature
map layer reduces the feature size from the previous feature
size S. The trainable classifier is the fully connected MLP,
with a hidden layer (L7) and an output layer (Lg). In this

>
>

| FC | | FC Classifier |

-
|/71:\\ FC

Comparison > or

/ XGBoost

| XGBoost Classifier |

|wmn | [ ]—p

Trained Model vy T

FIGURE 3. General diagram for FC and XGBoost classifiers. The above line with the CNN model shows the first model that has trained with the FC
layer classifier, and the bellow line with the trained model uses the XGBoost classifier for classification. Both classifiers are then compared for

classification.
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Full Connection

L]

r‘ mes

1" Feature Map
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Input Layer
S, xS,

~ e

5™ Feature Map
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6" Feature Map
L;:S, xS,

Hidden Output
Units L, Units Lg

FIGURE 4. The original CNN model that has trained and is used as an input to the XGBoost classifier.

experiment, the last trainable classifier is modified by the
XGBoost classifier and is described in detail in section B.
The overall CNN architecture can be represented as

Input — [([Conv — ReLU] x N) — Pool*]| x M
— [FC — ReLU]| x K — FC,

where N, M, and K are the number of times that can be
repeated and Pool* represents the pooling layer that can be
omitted (optional). Hence our CNN model is represented as
follows.

Input — [([32Conv — ReLU] x 2) - MP — Dropout]
— [([64Conv — ReLU] x 2) — MP — Dropout]
— [([128Conv — ReLU] x 2) - MP — Dropout]
— [512FC — ReLU] — 502FC — Output

The CNN architecture is trained using FC as a classifier
for 100 epochs. The learning rate and the decay factor are
0.001 and 0.9, respectively.

B. XGBoost CLASSIFIER

The idea of boosting came into existence when it was found,
that a weak learner could be made a better learner using
modification on assigning weights to the learners. The weak
learner is a model whose performance is slightly better
than random chance. Based on this concept, many improve-
ments have been introduced so that boosting can have better
performance. AdaBoost, ARCing, Gradient Boosting, and
XGBoost algorithms are some of the modified boosting algo-
rithms [34]. According to the concept of gradient boosting, it
involves basically three steps: 1) a proper differentiable loss
function is identified for a given problem. One benefit of the
gradient boosting model is that for different loss functions,
new algorithms are not required to be derived; it is enough
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that a suitable loss function is chosen and then incorporated
with the gradient boosting framework; 2) a weak learner
is designed to make the predictions. In gradient boosting,
a decision tree is chosen as a weak learner; and 3) an additive
model is created to add up the predictions of the weak learners
so as to reduce the loss function. This process of adding the
trees happens once at a time. The output produced in the new
tree is then added to the output of the pre-existing sequence
of trees in order to improve the final output of the model.
This process stops once a desired value for the loss function
is reached.

XGBoost also has gradient boosting at its core. Neverthe-
less, the difference between XGBoost and simple gradient
boosting algorithm is that unlike gradient boosting, the pro-
cess of combining weak learners does not happen one after
the other. Therefore, it takes a multi-threaded approach where
the CPU core of the machine is fully analyzed leading to
greater speed and performance. Apart from that, there is a
sparse aware implementation which also comprises automatic
handling of missing data values, then block structure to sup-
port the parallelization of tree construction, and the process of
continuous training so that one can further boost an already
fitted model on new data. The XGBoost is a tree ensemble
approach where multiple classifications and regression trees
are combined [35]. For a given data set with n examples and
m features D = {(x;, y)}|D| = x; € R™" y; € R"),
the mathematical representation of the tree ensemble model
is represented in:

" k
Ji=,  hGi). b €R (16)

where k is the number of trees, / is a function in the functional
space R, and R is the set of all possible classification and
regression trees. And the objective function is represented as:

Fi@) =3 ki )+ Y, 20w (17)
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3x3 convolutional kernel

Full Connection

XGBoost

Input Layer 1" Feature Map 5™ Feature Map 6" Feature Map ~ Hidden Output
S xS, L :S,xS, LS, xS LS, xS, Units L, Units Lg
F F

7 7

FIGURE 5. A new hybrid CNN-XGBoost model. The trained model up to the hidden unit F; is taken from Fig. 4. And F; is used
as an input vector to the XGBoost classifier for final classification.

where h(y;, y;) is the training loss function, and (A ) is the
regularization function, the goal of XGBoost is to minimize
F1(0). Here h is a differentiable convex loss function that
measures the difference between the prediction y; and the
target y;. The second term penalizes the complexity of the
model.

In XGBoost the regularization complexity can be defined
as:

T
Q(h) = yL + %kaf (18)
J=1
where y is the gamma parameter, L is the number of leaves,
A represents L, regularization term on weights in the model
and, w is the vector score on leaves,

The additional regularization term helps to smooth the final
learned weights to avoid overfitting. Intuitively, the regular-
ized objective will tend to select a model employing simple
and predictive functions.

Finally, the extracted feature outputs received from CNN’s
are fed to the XGBoost model for classification. Since
XGBoost creates trees based on the number of labels, the time
that will be spent on training will depend on the number of
classes the dataset has.

C. HYBRID CNN-XGBoost MODEL

Feature extraction is the most important process in an auto-
matic image classification system. The quality of extracted
features can directly influence the recognition performance
of the algorithm which was time-consuming in traditional
image classification tasks. CNN is an efficient deep learn-
ing model with a hierarchical structure to extract and learn
high-quality features at each layer. Since the model can
reduce the complexity of network structure and the number of
parameters through its properties like local receptive fields,
weight sharing, and pooling operation, it has been widely
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used in image classification problems and achieved excellent
results. Traditional classifiers connected to CNN do not fully
understand the extracted features. Meanwhile, XGBoost is an
integrated learning algorithm based on gradient boosting that
can efficiently achieve higher classification accuracy; thus
will overcome the limitations identified [36].

The architecture of our hybrid CNN-XGBoost model was
designed by swapping the last fully connected layer of the
CNN model with an XGBoost classifier. For output units of
the last layer in the CNN network, they are the estimated
probabilities for the input sample. Each output probability is
considered by an activation function. The input of the acti-
vation function is the linear combination of the outputs from
the previously hidden layer with trainable weights, plus a bias
term. Looking at the output values of the hidden layers are
worthless, but only makes sense to the CNN network itself;
however, these values can be treated as features for any other
classifiers. Fig. 5 shows the structure of the new hybrid CNN—
XGBoost model. First, the normalized and uncentered input
images are given to the input layer, and the original CNN
model with the fully connected output layer is trained until
the training process converges or the training error gets fixed.
After the CNN model is trained, the last fully connected layer
is removed. Second, the trained model from the first dense
layer is taken as an input to the XGBoost classifier. The name
of the dense layer is identified from the model summary.
A new model is created to get the trained layers from that
name (new_model = model.get_layer (’dense_n’).output),
where ‘dense_n’ refers to the name of the dense layer. Using
this trained model training, validation, and testing datasets
are predicted. Both predicted values of training and validation
datasets are given as an input feature vector to fit the XGBoost
model. The XGBoost model has trained for 100 iterations.
70 early stopping rounds are fixed to avoid overfitting. The
predicted testing dataset is also used for classification reports.
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D. PARAMETER SELECTION AND DATA PREPARATION

To evaluate the feasibility of the hybrid model, experiments
are conducted in the HECR dataset that is prepared for the
first time. The dataset is prepared from 446 scripts (Fidel
in Ethiopia), 20 numerical representations, 9 punctuations,
8 tonal symbols, 3 combining symbols, and 6 special charac-
ters, which contain 492 Ethiopian scripts. 10 Arabic numbers
are also included in the dataset. The total number of scripts
in the dataset becomes 502. All the scripts are distributed to
different people who are of different backgrounds, ages, and
sex. The dataset is prepared originally from 109 handwritten
samples as it is depicted in Fig. 6. Table 1 shows some scripts
most widely used in Ethiopia. As can be seen from Table 2 the
detailed distribution of the dataset and its rotational style is
presented. The images in the HECR dataset are RGB main
color spaces that have been size normalized to 28 x 28 pixels.

f A o h N A AW
h A A A A A
IR T S O
A ¢ P ¢ 9 & 4 ¢ P
Ao o b XS h
VN (o B o B A B < Jq S P4
T T e B TR 4 S M S
2 ® 5% M & K/ N T &
A o b v B R X A
5 A 5 T A a 94 ¥ 7
v oo a e & A o o
- & &+ @ m & & »
g 9 & S 7 85 J F J
X 7T F 3 9 8 J F B

FIGURE 6. Sample images in the HECR dataset. Each row represents one
type of script, whereas the column represents the number of participants.

TABLE 2. Dataset distribution and rotational angles.

Number of datasets Type of Dataset

60560 Training set
15141 Validation set
10142 Testing set
85843 Total Dataset
29616 Rotated dataset
1506 Rotated + some noise

-20, -15, -10, -5, 5, 10, 15, 20 Rotational angle

Previous studies [37], [38] have verified that better gen-
eralization can be attained with an extended training dataset
by using augmentation and distortion techniques. In this
experiment, the transformation of the dataset is applied by
implementing rotation, shifting, zooming, and adding noise
in the CNN training phase.

The basic parameters used in this experiment are listed
in Table 3. The parameters are selected based on the type of
classification used. Since the research uses multi-class classi-
fication, the evaluation matrix and booster must be mlogloss
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TABLE 3. Parameters used in xgboost training.

XGBoost Parameters Value
iteration 100
early stopping 70
eta 0.3
eval_metrix mlogloss
Booster gbtree
gamma 0
max_depth 6

and gbtree, respectively. The remaining parameters defined
in the table are also very important, but for the rest of the
parameters, default values of the library (XGBoost) are used.

To compare human and machine script classification, a sur-
vey is conducted among 15 Ethiopian students studying at
Xiamen University, China. This survey includes 16 selected
scripts. Some of these scripts produced an error in the hybrid
model. The remaining scripts are also selected based on the
similarity of their structures.

V. RESULTS AND DISCUSSIONS

The experiments are organized in the following manner:
Section A analyzes the results obtained using CNN and
hybrid CNN-XGBoost model. Section B presents the relia-
bility performance of the model versus human classification.

A. EXPERIMENTS ON THE HYBRID CNN-XGBoost MODEL
Fig. 7 depicts the output training accuracy from the CNN
model that has used a fully connected layer as an output
layer. Fig. 8 describes the error rate converged to a fixed
value of 0.2188 in training. With this setup, the CNN learning
classifier produced an error rate of 0.4630 on the testing
dataset. Then, the new hybrid CNN-XGBoost model is built
and trained.

Accuracy Curves

0.8

0.6

Accuracy

0.2 4

= Training Accuracy
— Validation Accuracy

0.0

40 B0 80 100
Epochs

FIGURE 7. The training accuracy of the CNN model in the HECR dataset.

The last fully connected layer of CNN is replaced by an
XGBoost classifier to predict labels of the input patterns.
The trained output of CNN from the layer F7 is used as
a new feature vector to represent each input pattern and is
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Loss Curves TABLE 5. Classification report using XGBoost classifier.
5 === Training loss
Validation Loss precision recall fl-score support
5 Class 0 1.00 0.81 0.89 980
Class 50 0.95 0.90 0.93 1135
o Class 100 0.83 0.95 0.88 1032
@ Class 150 0.91 1.00 0.95 1010
§ 3 Class 200 0.86 0.95 0.90 958
Class 250 0.95 1.00 0.98 982
2 Class 300 0.58 0.70 0.64 892
Class 350 0.86 0.90 0.88 1028
14 Class 400 0.70 0.80 0.76 904
Class 450 1.00 1.00 1.00 1032
0 Class 500 0.99 0.99 0.99 1009
o 20 40 60 80 100
Epochs Class 501 0.99 1.00 0.99 1010
FIGURE 8. The training error of the CNN model in the HECR dataset micro avg 0.95 0.96 0.94 10142
classification. macro avg 0.96 0.98 0.97 10142
weighted avg 0.92 0.97 0.98 10142
XGBoost Classification Error
4.0
=—=Tramn TABLE 6. Comparison of accuracy on different datasets.
35 4 val
304 Reference Method Accuracy %
§ 251 Niu [1] CNN-SVM 99.81
w
c
£ 2.0 Zhong et al. [29] GoogleNet 99.83
2
@ 1.5 .
2 Katiyar et al. [9] SVM 97.16
1.0 4 .
Ramraj et al. [4] XGBoost 99.56
0.5
James et al. [28] CNN-XGBoost 97.18
0.0
0 20 20 60 80 100 Maitra [3] CNN 99.10
Epochs
FIGURE 9. Classification error while XGBoost is used as a classifier in a Younis [12] C 97.6
trained CNN model.
Proposed CNN-XGBoost 99.84

TABLE 4. CNN and CNN-XGBoost classification error rate results in HECR
dataset.

Error rate (%) CNN CNN-XGBoost
Training 0.2188 0.1334
Testing 0.4010 0.1612

fed to the XGBoost for training and testing. Fig. 9 shows
the classification error during training. Table 4 lists all the
training and testing error rates that occurred during the CNN
and the hybrid model experiments.

To evaluate the performance of the new model, accu-
racy is not enough. Performance parameters like confu-
sion matrix and classification report are also visualized.
Table 5 shows the detail output of the classification report.
All output parameters (precision, recall, and fj-score) values
are close to the classification accuracy. The output under
support is the number of values whether they are predicted
positive or negative in each category of the actual values.
Comparisons with other results of different methods
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published on the MNIST dataset are reported by
Niu and Suen [1]. They chose the best recognition results
generated by different learning algorithms with distortions
applied to the training dataset. 0.19% was reported as the
lowest error rate. However, a significant achievement is
made by the proposed hybrid method with the lowest error
rate of 0.16%, which boosted the performance by 15.789%
compared with the best recognition result. Ramraj et al. [34]
used the XGBoost classification method on the banknote
authentication dataset. This hybrid outperforms by 0.28%
accuracy. This indicates that XGBoost achieves higher clas-
sification accuracy when the final extracted features by CNN
are given as input for classification. James et al. [39] used a
hybrid of CNN-XGBoost for English characters and numbers
that results in an output of 97.18% accuracy. Zhong et al. [40]
used GoogleNet for Chinese character classification. Our
proposed model achieves 2.66%, 0.01% improvements in the
accuracy, respectively. In general, comparisons with different
models published on different datasets are listed in Table 6.
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/ 1) The most recurrent confusing pairs are listed in Fig. 10.
,-/ 7 FL] r] )— They have similar shapes and structures in their nature.
_ For example, the rightmost side of the figure is hard to
R T->7 11 ?;} 7 ‘II'" = 4“ recognize.
-~ 1 (""‘ { 4 2) Some of the scripts have similar shapes and a structure
due to people’s writing habits. For example, when the
3 = _s F o= T ety 7 -1 4 = ¢ images in Fig. 6 are closely examined, even humans
— cannot distinguish them without their labels. Even
% H P l O though every row represents different handwriting sam-
- ples, the samples in every pair of the rows look very
o o | fr->if |RB>% |T->T1 |00 close to each other.
ﬁﬁr“l_ ‘TT P( "" O 3) The degraded quality of the images, such as missing
(190 i strokes, additional noises, rotations also have a great
6h > 6B | F-> It 6B T 5T 0-s0 impact on the classification. The cases could be caused
= by people’s poor handwriting, or caused by the scan-
FIGURE 10. 20 script images that are mostly misclassified by the hybrid : : ot : _
model. The lower labels of each image represent the corresponding ning p rlocedure’ s1ze pormallzatlon, and .1n.1proper seg
Truth -> prediction. mentation. For the third error category, it is extremely
difficult for a machine to make a correct prediction with
such ambiguous and low-quality inputs. Especially in
Fig. 10 shows some misclassified samples of the dataset this research paper, as many of the scripts have simi-
that are observed from the confusion matrix and classification larities, when a rotation is applied, some of the scripts
report. After analyzing these errors, the cause of the misclas- have a high probability to be similar to another script
sification is categorized into three types: from their orders.
TABLE 7. Confusion matrix on 16 scripts by 15 participants.
Truth Participants %
Label Shape h A P P A DT A h . ® T 7 # h Other
h baal 14 1 93.3
h h 14 1 93.3
ge il 8 7 533
qo T 15 100
N Ve 0 12 3 0
n v 15 100
i 4 10 66.7
i = 6 60
A A 10 5 66.7
A P 0 15 0
m, - 3 12 20
o - 15 100
T = 14 1 93.3
7 . 13 2 13.3
il r 8 7 53.3
- Gl 6 9 60
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Partisipants with correct classification

A A 7 @ g 9 4

A 7 7 A& h T N O

Scripts from HECR dataset

FIGURE 11. The percentage of correct classifications by the human on 16 testing images from

the HECR dataset.

B. MACHINE RECOGNITION VERSUS HUMAN
CLASSIFICATION
In this section, the differences between humans and machine
in the recognition of handwritten characters are compared and
discussed to evaluate the reliability of the proposed hybrid
model. In order to conduct the survey, a classification report
and confusion matrix is done using the new hybrid model
on the testing dataset. Scripts that showed lower scores on
the classification report (precision, recall, and fl_score),
as well as a lower prediction score on the confusion matrix,
are identified for comparison with the human classification
survey. Table 7 summarizes the confusion matrix on 16 scripts
by 15 participants. The “Other” column from the table
represents a different script. Since all base scripts have 6 mod-
ified (order) scripts, thus, “Other” represents any of those
orders or can be any other similar script. The correct labels
of 16 sample script images are provided from the HECR
dataset. From Fig. 11, 3/16 script images are properly clas-
sified by all the participants; and the remaining (13/16 script
images) are recognized only by some members of the group.
For those 3 scripts recognized correctly by all the participants,
they are also correctly classified by the proposed hybrid
model. 2 scripts are also completely misclassified by all par-
ticipants. Especially row 10 is completely missed, even it is
not classified as its pair (row 9) rather classified as “‘Other”.
In this case, the handwritten scripts that cause difficulty in
being recognized by the majority of participants can also
become difficult in being correctly classified by the machine.
The details can be seen in Table 7 which shows the confusion
matrix on the 16 scripts of the survey. From 16 scripts 75%
of them are classified correctly above 50%. Even though row
one, two, and nine are still classified as “Others”, many of
the participants have correctly classified them.

Upon examining the images closely, some of them are cur-
sively written and there exists similarity between the images.
Apart from the last two images, all images are from the same
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orders and it is clear that all the images in pairs have very
close structures. This makes it hard for humans to identify
what the scripts are without a ground truth, and the same is
true for the machine. Another reason for misclassification by
the hybrid model might be due to the lack of much training
samples with similar structures as the number of images per
script in the dataset are only 171. To solve this problem addi-
tional training samples are required. Rejection mechanisms
can also be introduced.

VI. CONCLUSION
In this paper, a novel hybrid CNN-XGBoost model is pro-
posed to solve the handwritten scripts recognition problem.
In this integrated model, CNN works as a trainable automatic
feature extractor from the raw images, whereas XGBoost per-
forms the recognition and classification part. The competence
and viability of the proposed model are evaluated in two
aspects: the recognition accuracy and reliability performance.
Experimental results in the HECR dataset show significant
improvements attained by the proposed model.
Experimental results indicated that the proposed hybrid
model is a promising classification method in the handwriting
recognition field due to three properties: 1) The prominent
features of the images can be automatically extracted by
the hybrid model, whereas the success of most traditional
classifiers relies largely on the retrieval of good hand-crafted
features extractor which is a tedious and time-consuming
task. 2) The hybrid model combines the qualities of CNN
and XGBoost, as both algorithms are the most popular and
successful classifiers in the handwritten character recognition
field. 3) Even though the complexity of the hybrid model
in the decision process is just increased a little bit when
compared with the CNN classification model, the accuracy
of the hybrid model is more promising, which is desirable
when used in practical applications.
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Research on the hybrid CNN-XGBoost learning model is
still an active area. The performance of the hybrid model can
be further improved through fine-tuning of its structure and
its parameters. For example, improvements might be made
based on the size of the input layers, the number of feature
maps throughout the layers, the kernel functions used in the
model, etc. Without being limited to the well-organized hand-
written documents such as Chinese, English, Arabic, French,
etc. it can also be further studied on recognition of all non-
Latin handwritten characters, in different languages. As most
valuable Ethiopian manuscripts have been written by non-
Latin scripts, the manuscripts are diminishing at an alarming
rate as they are gradually substituted by more recent ones and
the rest are exposed to moth, fire, theft, and rupture. In order
to protect and preserve the manuscripts and the history of
Ethiopia from damage, document digitization must be done.
The long-term plan for this research is going to develop a
modern OCR application.
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