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ABSTRACT With the rising popularity of social networks and service recommendations, research on new
methods of friend recommendation have become a key topic, especially when based on quality-driven
resource processing in an edge computing environment. Traditional methods seldom systematically combine
static attributes (e.g., interests, geographical locations, and common friends), dynamic behaviors (e.g., liking,
making comments, forwarding and @), and network structures (e.g., social ties) to recommend a new friend
to a target user. Meanwhile, with the advent of deep learning, it has become more challenging to integrate
these features into a deep neural network framework for friend recommendation. For example, how do we
optimally make use of these features to form a united framework and what type of deep neural network archi-
tecture should be introduced into a novel recommendationmethod in an edge computing environment? In this
paper, we propose DFRec++, a hybrid deep neural network framework combining attribute attention and
network embeddings to make social friend recommendations with the help of both interactive semantics and
contextual enhancement. More specifically, we first utilize the latent dirichlet allocation (LDA) topic model
to generate common interest topics between users and compute the similarity of the explicit static attribute
vector representation of topics, locations, and common friends. Then we feed dynamic behavior attributes
into a convolutional neural network (CNN) to obtain the implicit vector representation of the interactions and
context between two users. Subsequently, a multi-attention mechanism is designed to further improve the
deep vector representation of the attribute information. Next, the LINE-based network embeddings algorithm
is applied to embed the network structure into a low-dimensional vector. Finally, the attribute attention vector
and the network embeddings are concatenated to form a deep feature representation, which is subsequently
fed to a fully connected neural network (FCNN) to capture the probability of friendship between two users.
The output of FCNN indicates the probability of two users becoming friends. We conducted experiments on
a real-world Weibo dataset and the results show that DFRec++ outperforms several existing methods.

INDEX TERMS Friend recommendation, deep neural network, attribute-specific multi-attention mecha-
nism, network embedding, convolutional neural network.

I. INTRODUCTION
In the last few years, social networks, such as for exam-
ple Weibo and Facebook have been growing exponentially.

The associate editor coordinating the review of this manuscript and

approving it for publication was Honghao Gao .

One of the critical tasks in social networks is friend recom-
mendation. The enthusiasm for research on new methods of
friend recommendation and applications thereof has never
faded. There are numerous commonly used recommendation
techniques, such as collaborative filtering, tag-based recom-
mendation methods, and content-based methods. A typical
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idea is to extract interest representations from social text
information and then calculate the similarities of the inter-
est representations. In addition to static information, which
includes profiles, the text of participants’ posts and their
geographical locations, and user interactions such as liking
and forwarding are also worth taking into account. It is
important for friend recommendationmodels to learn implicit
feature interactions behind user click behaviors. The basic
user and interaction information can be recorded as static
attributes and dynamic behaviors, which are attribute infor-
mation obtained from the user’s own point of view. In addi-
tion, extensive users can constitute a social network of their
own due to their numerous interactions. Some researchers
extract latent structural patterns from the social network data
and then use a ranking algorithm tomake friend recommenda-
tions. The network structure also contains additional feature
information. However, some challenges still exist:

1) The user’s attribute information (posts and forwarding)
is usually complicated and cumbersome to capture ade-
quately, with high dimensions and strong correlations. The
general feature extractionmethod is relatively shallow. There-
fore, the question of how to take advantage of these features to
build a unified model still constitutes a substantial challenge.

2) The social network structure contains plenty of impor-
tant and irreplaceable information. This, however, leaves the
question of how to embed the network structure into low-
dimensional intensive features for friend recommendations.

3) Users’ attribute information is diverse, and the network
structure information is heterogeneous. It is a major challenge
to combine the advantages of these two aspects to design a
holistic friend recommendation framework model.

Social text data conceals users’ interests, hobbies, and
opinions. Effective topic extraction is therefore a key point for
friend recommendation, as users with high topical similarity
are more likely to become friends. Nowadays, the LDA algo-
rithm excels at extracting document themes from texts [1].
Some researchers generate users’ subjects and interests using
the LDA and then recommend friends based on these with
satisfying results.Meanwhile, user interaction is an extremely
important feature that helps the model better portray the
individual user. Dynamic behavior characteristics are high-
dimensional, sparse and the processing method is tricky.
However, with the excellent performance of neural networks
in different fields [2], many new feature extraction methods
have emerged, for example: CNN [3], RNN, and so on. At the
same time, the concept of ‘‘attention’’ from neuro-machine
translation has recently gained popularity in training neural
networks, as it allows models to learn alignments between
different modes.

In this paper, we propose a hybrid neural network frame-
work DFRec++ to combine the advantages of attention and
network embedding. First, the users’ topics and dynamic
behaviors are processed using the LDA and CNN, and then
attention is used to represent the users’ static attribute infor-
mation. This framework, however, lacks the characteristic
information of social networks. LINE [4] does an exceptional

job of extracting network embeddings, therefore the LINE
structure is utilized to embed the social network into a
low-dimensional feature vector. Finally, the two features are
combined, giving a full connection neural network which is
designed to calculate the likelihood of two users becoming
friends. The gradient descent method is then used to update
the parameters of the full connection layer until an empiri-
cally optimal model is obtained. The higher the probability
of the multi-layer perceptron (MLP) output, the greater the
likelihood of the targeted users becoming friends.

The proposed DFRec++ model has several unique inno-
vations as compared with previous methods. First, we con-
sider more aspects of the user’s information, including static
attributes and dynamic behaviors. Second, we use a convo-
lutional network to learn feature representations rather than
manual processing. Third, the attention model guarantees
the completeness and depth of the feature extraction, and
the embedding of the social network structure ensures the
integrity of the features. In this paper, we systematically
investigated how to optimally integrate the features represent-
ing both static attributes and dynamic behaviors for a good
performance in friend recommendation. A brief summary of
our work is provided below.

1) To our knowledge, we are the first researchers to sys-
tematically combine static attributes, dynamic behaviors, and
network structures to make friend recommendations using a
deep learning framework.

2) We propose a novel hybrid deep neural network archi-
tecture, which consists of CNN and FCNN. CNN is utilized to
deal with dynamic behaviors and obtain the network embed-
dings. We use fully connected neural network (FCNN) to
compute the score of the probability of becoming friends
between the target user and a candidate user.

3) We provide a novel attribute-specific multi-attention
mechanism to improve network embeddings of the original
attribute information, and utilize the LINE [4] method to
embed social network structure information, as this method
preserves both the local and the global network structures.

The rest of this paper is organized as follows. The details
of our framework are in Section 2. In Section 3, several
experiments are described which are designed to validate our
model. In Section 4, related work is briefly outlined. Finally,
Section 5 illustrates our conclusions.

We summarized the notations used in this paper in Table 1.

II. OUR APPROACH: DFRec++

Weibo, as one of the biggest platforms with a large number
of active users, is a place where users generate a signifi-
cant amount of information including profiles, geographi-
cal locations, new posts, likings, forwarding of posts, and
so on. This attribute information can be summarized into
two categories: static attributes and dynamic behaviors. The
former consists of structural text information and the latter
represents the users’ interactions habits. If users have great
similarities in both static attributes and dynamic behaviors,
the probability of them becoming friends as a result is high.
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TABLE 1. Notations.

In addition to the attribute information, the behavioral rela-
tionships between users can constitute a social network and
this network structure is equally rich in information. Embed-
ding network structure information into a new feature helps us
to improve friend recommendations. Several different meth-
ods are used to extract features from attribute and structure
information. First, we use the powerful attention model as the
feature extractor to deal with attribute information. In detail,
we define and analyze the static attribute information using
methods like LDA and then use CNN to conduct a prelimi-
nary analysis of the dynamic behavior data. Second, in terms
of network structure, we adopt the LINE method to learn
the embedded representations of the social network structure
information. Finally, we condense these features into a vector
which serves as the input of a dense neural network. The
output of the network represents the probability of target
users becoming friends with other users. It is easy to choose
the top users from the generated ranking for friend recom-
mendations. The entire architecture of the model is given
in Figure 1. In the following sections, we first describe how
attribute attention works and then give the details of network
embedding.

A. STATIC ATTRIBUTES
In this study, we first use the static attributes, which are topics,
geographical location, and common friends. After calculating
the similarity of each of these attributes for two users, we use
these three values to form the vector Fstatic. These features
are explained in detail below.

1) TOPICS
Common topics implicitly reflect similar interests among
users and can be found using the LDA. The more similar
the topics of two users, the more likely they are to become
friends. For example, if one of the hobbies of a user is
traveling, he or she might prefer to become friends with
another travel enthusiast. Similarly, two users working in the
same industry may want to talk about their professional field.

People are more inclined to talk with their peers, rather than
people they have little or nothing in common with.

2) GEOGRAPHICAL LOCATION
Geographical information reflects a user’s spatial characteris-
tics. While social networks have lowered some geographical
restrictions, studies still show that two people who live in
the same city have a higher probability of becoming friends
than those who do not. Additionally, people have a tendency
to share amusing things which happen around their location,
which users in the same city may find more interesting or
have also experienced personally.

3) COMMON FRIENDS
Structural balance theory explains social networks well.
In this theory, interests, ages, and other features are transitive
among friends, which means that the friends of a user’s
friends are also potential friends for the user himself/herself.
Normally, users who have more mutual friends, are more
likely to establish a true friendship.

Social text data implies users’ interests, hobbies, and world
views. In this study, we use the LDA to discover semantic
information with the algorithm shown in Figure 2. Using the
LDA algorithm, we can infer a user’s interests, age, social
status, and other characteristics. More similarities in this data
indicate that two users may have more of the same interests
and therefore their probability of becoming friends are higher.

In Figure 2,m denotes a document withNm words,M is the
total number of documents, n denotes a word in document m,
k stands for a specific topic, andK is the number of topics. The
detailed steps of the LDA algorithm are given as follows:

Step 1. −→α →
−→
θm → zm,n: According to the Dirichlet

prior parameter −→α , a multinomial topic distribution
−→
θm cor-

responding to document m is generated. Then, topic zm,n is
selected for word n

−→
θm .

Step 2.
−→
β → −→ϕk → wm,n|k = zm,n: Word multinomial

distribution −→ϕk is obtained from Dirichlet prior parameter
−→
β and topic zm,n(k). Furthermore, word n is selected from
multinomial distribution −→ϕk .
Here, −→w = (−→w1, . . . ,

−→wM ) denotes the corpus, and the
words in document m form the vector −→wm. In addition,
−→z = (−→z1 , . . . ,

−→zM ) represents the topic matrix corresponding
to −→w , where each word only corresponds to one topic. The
process of generating each topic is independent, therefore
we can calculate the probability of the topic in the corpus
using 1.

p (Ez | Eα) =
M∏
m=1

p ( Ezm | Eα) (1)

Words with the same topic k are clustered as −→w(k),
−→w ′ =

(−→w(1), . . . ,
−−→w(K )) denotes all words that have been classified.

In addition, −→z ′ = (−→z(1), . . . ,
−→z(K )) is the topic matrix cor-

responding to −→w ′, where each component in −→z(k) is K. The
process of generating words is independent and it can be
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FIGURE 1. DFRec++ Architecture: The powerful attention mode is used as the feature extractor to deal with attribute information.
LDA and CNN is used to analyze the static attribute information and dynamic behavior data in detail. The LINE method is adopted to
learn the embedding representation of the social network structure information. Then, these features are transferred into a vector,
which serves as the input for a dense neural network. The output of the network represents the probability of targeted users
becoming friends with other users.

FIGURE 2. LDA principle.

expressed by Eq. 2.

p
(
Ew | Ez, Eβ

)
=

K∏
k=1

p
(
Ew(k) | Ezk , Eβ

)
(2)

Using Eqs. 1 and 2, we can deduce the joint distribution
probability.

p
(
Ew, Ez | Eα, Eβ

)
= p

(
Ew | Ez, Eβ

)
p (Ez | Eα) (3)

Gibbs sampling is used to calculate the parameters that can
subsequently be used to predict the topics of the users’ posts.

A representation of the users’ interests can be obtained
in the manner described above. After that, we can calculate
the similarity of several users. Topic similarity Tsim(u, v)
between u and v is defined as follows:

Tsim (u, v) =

∑
T Tu

⋂
Tv∑

T Tu
⋃
Tv

(4)

Here, T is the set of topics and Tu is the set of posts user
u interacted with. In this paper, when a user interacts with
a post, it means that the post is the user’s original post, or it
has been associated with the user through dynamic behaviors.
The numerator is the number of common topics about which
u and v have interacted and the denominator represents all
posts with which u and v interact.
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Simultaneously, we calculate the geographical location
similarity Gsim(u, v). The equation is expressed as follows:

Gsim (u, v) =
1

1+ log(dist (lu, lv))+ 1
(5)

Here, lu and lv represent user u and user v’s customary log-in
location, respectively.

In a social network, people can make friends with any
stranger. Usually, a stranger is at most separated by six friends
based on the Six Degrees of Separation. The more mutual
friends two users have, the more likely they are to become
friends themselves. To determine Cf (u, v), the similarity of
mutual friends, we simply determine the number of mutual
friends of two users and calculate their similarity as follows:

Cf (u, v) =
Fu
⋂
Fv

Fu
⋃
Fv

(6)

Here, Fu and Fv are the friend sets of users u and v,
respectively. The numerator determines the number of mutual
friends of the two users, and the denominator is the size of the
intersection of their friend sets.

After calculating the similarity of the static attributes of
two users, three similarity values can be combined into a
vector Fstatic:

Fstatic = [Tsim;Gsim;Cfsim] (7)

This vector will be integrated with the vector containing
the information of the dynamic behaviors, and together they
will serve as the input for the deep neural network. We will
discuss dynamic behavior in detail in later chapters.

B. DYNAMIC BEHAVIOR
Interactions between users help form a link structure among
users in a social network, so we define dynamic behaviors
as interactions. Forwarding or liking posts, mentioning other
users, and writing or replying to comments are taken into
consideration as well. We use CNN to map users’ dynamic
behavior features. The details are presented below.

Weibo posts which users participate in, can be divided into
two categories: posts sent by themselves and posts sent by
other users. For every user, if a second user is interacting with
theirWeibo posts, they are more likely to become friends than
when they are involved in a third user’s Weibo posting. Based
on this, we built an input matrix w ∈ Rd×M . M denotes all
the Weibo posts that the target user u participated in and d
represents four dynamic behaviors: liking, forwarding, mak-
ing, or replying to comments, and mentioning other users.
After analyzing the dynamic behaviors of the candidate user
c, the value of the matrix is calculated as follows:

W̃i,j =


2k both user u, c done
k either u, c done
0 none u, c done

(8)

i is one of four possible dynamic behaviors, and j stands for a
specific Weibo post. k is a constant with two categories: it is
set to 0.75 when the post is sent by the user u, and otherwise

to 0.5. After these steps, the generated input matrix W̃ is
prepared to be introduced to the convolutional network.

C. ATTRIBUTE ATTENTION
1) STATIC ATTRIBUTE ATTENTION
Given a target user ui and a candidate user vj, the static
attributes connecting them provide the important context of
their common interests, which are likely to affect the original
representations of both users. Giving the original user latent
embeddings xu and xv, and the static attribute based context
embedding eu→v for the interests between u and v, we use a
single layer network to compute the attention vectors Au and
Av for users u and v as follows:

Au = f (W (1)
u xu + wu→veu→v + bu)

Av = f (W ′vxv + wv→ueu→v + b′v) (9)

where w∗ and bu denote the weight matrix and bias vector
for the user u → v attention layer, w′∗ and b

′
u denote the

weight matrix and bias vector for the user u → u attention
layer. Similarly, f () is set to be the ReLU. Then, the final
representations of the users u and v are computed using an
Hadamard product ’�’ of the attention vectors:

x̃u = Au � xu
x̃v = Av � xv (10)

The attention vectors Au and Av are used for improving the
original user embedding and are conditioned on the calibrated
static attribute-based context.

By combining the two parts of the attention components,
our model improves the original representations for users in
semantics and contextual enhancement ways. We call such
an attention mechanism Static-Attribute-Attention. To the
best of our knowledge, few social friend recommenda-
tion methods are able to learn explicit representations in
this way.

2) DYNAMIC BEHAVIOR ATTENTION
Now that the static-attribute-attention mechanism has been
implemented, we further try to finish the dynamic-behavior-
attention (also, dynamic-attribute-attention) mechanism
according to these observations: 1) the improved effective-
ness of a model depends on the flavor which each attention
mechanism gives, 2) attention is employed to alter the original
representation either by re-weighting or realigning, 3) most
neural network architectures only leverage one type of atten-
tion or alignment function, and 4) most related work uses
each attention operation to aim at a different type of user fea-
ture [5]. Thus, our work achieves dynamic-behavior-attention
through casting multi-attention with dynamic behaviors,
which include liking, making comments, forwarding and @
operations, respectively.

Let s be the original vector of the four dynamic attributes
described above. And ŝ is the representation of s after apply-
ing multi-attention. The attention features for the multi-
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attention operators are:

g1 = G([s̃← s])

g2 = G(s̃ · s)

g3 = G(s̃− s) (11)

where [←] is the concatenation operator and · is the
Hadamard product. G() is a compression function used to
reduce the features to a scalar. Here, s and s̃ have interactive
semantics. Intuitively, we do not hope that subsequent lay-
ers will be expanded with a high dimensional vector which
consequently leads to parameter costs in subsequent layers.

We use CNN to extract latent structural patterns of dynamic
behavior similarity among users. The input matrix W̃ is
derived from the description above and served as the input
to a CNN. As described in Fig. 1, we apply filters f d×m to the
input matrix W̃ . The operation is as follows:

Ci = tanh(W̃ T
∗ fi + biasi) (12)

where W̃ T denotes the transpose of the input matrix W̃ ,
which is the result of Eq 8. fi, biasi stands for the i-th filter and
bias, respectively. Finally, ci is the result of this calculation,
i-th are the convolutional feature maps. In addition, a padding
technique is adopted to better handle local features at bound-
aries while giving the same attention to the center matrix and
to keep dimensions consistent.

We want the feature representation to learn to be non-
linear, such that activation function is utilized to process the
convolutional result. The most common choices of activation
functions are the following functions: the sigmoid function
α(x), the hyperbolic tangent function tanh(x), the rectified
linear unit function ReLU (x) and the variants leak ReLU .
We select tanh as the activation function in our CNN network
to ensure non-linear features are learned.

After the convolutional layer, it passes through the pooling
layer which aggregates the features and further reduces the
representation. In detail, we apply maximum pooling instead
of the average pooling for each convolutional feature map.
Then we concatenate the short vectors of the pooling layers
output as Fdynamic. The operation is:

Fdynamic =

pool(c1). . .

pool(c2)

 (13)

Finally, we finished the Multi-Attention mechanism for
dynamic-behavior-attention. According to the characteristics
of different behaviors, for each target-candidate user pair,
we apply (1) Co-Attentionwithmax pooling (2) Co-Attention
with alignment pooling and (3) Co-Attention withmean pool-
ing, respectively. Additionally, we apply Intra-Attention to
both user and behavior content, individually. Each attention
produces the same scalars (k = 4) which are concate-
nated with the s embedding. The final cast feature vector is
z ∈ R16. As such, for each behavior vector si, the new
dynamic attribute representation becomes s̃i = [si; zi]

D. NETWORK EMBEDDING
According to LINE [4], our model preserves the first-order
proximity and the second-order proximity separately, and
then introduces a simple way to combine the two proximities.
We define the joint probability between user ui and vj as
follows:

p1 = (Ui, vj) =
1

1+ exp(−EµTi · Eµj)
(14)

where µi ∈ Rd is the low-dimensional vector representation
of user ui. p1 is equivalent to describe the intimate degree of
points from the perspective of embedding. The distribution
p() spans over the spaceV×V . Considering thatWeibo Social
Network is based on undirected graphs, to preserve the first-
order proximity, we have:

O1 = d(p̂1(, ), p1(, )) (15)

where p̂1 is the empirical probability of p(, ) and can be
defined as p̂1(vi, vj) =

ωij
W , where w =

∑
(i,j)∈E ωi,j. d(, )

is the distance between two distributions and Wi,j represents
the weight of the edge between the points i and j.

The second-order proximity indicates that the more con-
nections two users share, the more similar the two users are.
Thus, to further preserve the second-order proximity, we use:

O2 = −
∑
(i,j)∈E

ωi,j log p2(vj|vi) (16)

where p2(vj|vi) is the probability of ‘‘context’’ uj generated
by vertex vi and is defined as:

p2(vj|vi) =
exp( EµTj Eµi)∑|V |
k=1 Eµ

′T
j Eµi

(17)

where V is the number of users or ‘‘contexts’’. To minimize
the difference between distribution p1 and p2, O2 needs to
be optimized. By learning that { Eµj}i==1|V | and { Eµ′j}i==1|V |
minimize this objective, we are able to represent every vertex
vi with a d-dimensional vector Eµi.

E. FULLY CONNECTED NETWORK
Thus far, given a common topic of interest between user u and
user v, we obtained the embeddings for user u and v. We com-
bine the three embedding vectors into a unified representation
of the current context and use interactive semantics as below:

Xu,v = x̃u ‖ x̃v ‖ s̃i ‖ Eµi ‖ Eµj (18)

where ‖ denotes the vector concatenation operator, x̃u and x̃u
(Eq. 10) denote the improved embeddings of the target user u
and the candidate user v over the static attributes, respectively.
And s̃i denotes the new dynamic attribute representation, Eµi
and Eµj denote the network embeddings of the target user
u and the candidate user v, respectively. Xu,v encodes the
information on common interests from three aspects: the
involved static attributes, the involved dynamic behaviors and
the network structure information based on user interactions.
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Following [6], we feed Xu,v into a MLP component:

d̂u,v = MLP(Xu,v) (19)

where the MLP component is implemented with hidden
layers with ReLU as the activation function and an output
layer with the Sigmoid function. The larger the value of
the MLP output, the greater the probability that the two
users will become friends. Furthermore, we learn the param-
eters of our model with negative sampling and the objective
for a common interest < u, v > can be formulated as
follows:

`u,v = − log d̂u,v − Ej∼Pfu [log(1− d̂u,v)] (20)

where the first term models the observed common interests
and interactions, and the second term models the negative
feedback drawn from the noise distribution Pfu. In short,
from another perspective, the DFRec++ framework in Fig-
ure 1 that we aim to infer, can be structured as a hybrid
neural network, where F = [f1, f2, . . . , f|y|] ∈ Rdvx|V |

and M = [µ1, µ2, . . . , µ|R|] ∈ Rdε×|R|. Each pair of
users gets their respective embeddings through the dense
layer. Considering that ReLU function is easy to calculate,
we selected it as the hidden layer activation function of
MLP. Hidden layers can help the network learn complex
decision functions. [7] As an illustration, deep neural net-
works are learning to extract patterns from the data, rather
than memorizing patterns. To prevent overfitting, a variety
of regularization techniques can be used. Dropout prevents
feature co-adaptation by setting (dropping out) a portion of
hidden units to zero during the forward phase, when the
activation function at the Sigmoid output layer is computed.
We summarize all the steps of this algorithm and show it
in Algorithm 1.

Algorithm 1 DFRec++ Algorithm
Initialize: Random initial θ with Gaussian, initial Network
Embedding with LINE
Requires: Hyper-parameters like learning rate λ, dropout-
rate
1: u⇐ Target user
2: for Epoch do
3: Select condidate user v
4: Calculate Fstatic (Eq. 4,5,6,7)
5: Static Attribute Attention x̃u, x̃u: (Eq. 9,10)
6: W̃ ⇐ The input matrix (Eq. 8);
7: Calculate Fdynamic (Eq. 11,12,13)
8: Dynamic behavior Attention s̃i
9: Network Embedding µ̃u, µ̃v: (Eq. 14,15,16,17)
10: Calculate Xu,v (Eq. 18)
11: Forward propagation
12: Update DFRec++ with AdaDelta
13: end for
14: Pu,v ⇐ Probability that users u and v become friends;

FIGURE 3. Statistics of user behaviors in the dataset.

III. EXPERIMENTS AND EVALUATIONS
A. EXPERIMENTAL SETUP
In this section, we compare the proposed DFRec++
model with several other friend recommendation methods.
The experimental dataset consists of the information from
1,800,000 Weibo users, including their profiles, posting data,
links, forwards, and comments. The data is complex and used
to support the validity of these model methods. The statistics
of the user behaviors in this dataset are illustrated in Figure 3.
We first removed all data from users with too low activities

from the dataset, which added up to more than 7% of the data.
Then we selected 10% of the data as the verification set and
the test set, respectively. We implemented our model using
the Python library of TensorFlow. We adopted a mini-batch
gradient descent to minimize the loss function with negative
sampling, where each mini-batch contained sampled edges.
The AdaDelta algorithm is the algorithm we used to update
trainable parameters. We also used the user embeddings
which were pretrained by the homogeneous network embed-
ding algorithm LINE [4] to initialize the user embeddings
into our method. All the experiments were conducted on a
machine with two GPUs (NVIDIAGTX-1080Ti * 2) and two
CPUs (Intel Xeon E5-2690 * 2). We adopted several metrics
(P@k, Recall, MAP, AUC, and F1-Measure) to evaluate the
performance of DFRec++ from different perspectives. Equa-
tions and description of these metrics are given as follows:

1) P@k
Indicates the precision rates of the first k results that the
system generated in response to input query keywords.

P@k =
the number in the first k results

k
(21)

2) RECALL
Indicates the recall rates of the first k results that the system
generated in response to input query keywords; it is defined
as formula 22.

Recall =
number of recommendation cases
the number of newly added friends

. (22)
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3) AUC
Area Under the relative operating Characteristic (AUC) is a
metric for binary classification. The value of AUC ranges
from 0.5 to 1, with high values indicating good performance.

4) MAP
Denotes the average accuracy value that corresponds to the
query keywords of each user. Specifically, given an existing
query keyword, the average value of the precision rates will
be computed according to the precision rates of the first k
results. Namely, MAP is the average value of precision of the
entire test dataset.

MAP =

∑
kisrelevant p@k

times of recommendation cases
. (23)

5) F1-MEASURE
The weighted average of P@k and Recall; it is defined as
formula 24.

F1 = 2×
Precision× Recall
Precision+ Recall

(24)

B. OBSERVATIONS
Before proposing DFRec++, we first investigated whether
different types of dynamic behaviors have the same influence
on friend recommendations, as the motivation of our work
is to discover the underlying factors that affect friend rec-
ommendations. Here, we analyze the influences of different
dynamic behaviors on friend recommendation performance.
Dynamic behaviors include liking something, making com-
ments, forwarding, and @. We also see replies as types of
comments.

We define the term expectation index to indicate which
influences all kinds of dynamic behaviors have. The expec-
tation index refers to the probability that different dynamic
behaviors influence the outcome of friend recommendations.
In detail, to compute this index, we first randomly select
user t from the target user set T. We separate the dynamic
behaviors of target user t from the set Ci(i = 1, 2, 3, 4)
and randomly select 100 additional users from the set Ci for
recommendations to user t. And then we count the number
Ni of users in the set Ci who are friends of the target user t.
Finally, we calculate the ratio ofNi toCi to get the expectation
index α, which is then calculated according to the following
formula:

α =
Ni
M

(i = 1, 2, 3, 4 M = 100) (25)

Then, we repeat the steps described above k times (here
we take to be k = 10) and calculate the average expectation
index as follows:

α =

∑10
k=1 αk

N
(N = 10) (26)

Finally, the mean expectation indexes of each of the
dynamic behaviors are shown in Figure 4:

It can be seen from Figure 4 that the order of the influ-
ences of these four behaviors on friend recommendation

FIGURE 4. The mean expectation index of each dynamic behavior.

FIGURE 5. AUC and F1-measure comparison of dropout.

performance from big to small are: making comments, @,
forwarding and clicking a like. Through further analysis,
it becomes obvious that making comments is an interaction
between users, and @ is the behavior in which one user
has the intent to interact. Forwarding and clicking a like are
unilateral behaviors of one user. Accordingly, the expectation
index for making comments is the largest, followed by @,
then forwarding, and finally clicking a like. This is consistent
with the actual situation, which means it is consistent with
the results of [12]. Interaction is the most important factor
affecting the relationship between friends.

C. PARAMETERS SETTINGS
1) DROPOUT
Dropout, a technique for addressing overfitting, refers to the
probability that a neuron is kept in the network. Dropout is
a regularization technique to compromise the precision and
the complexity of the neural network and thereby reducing
overfitting. We set the dropout to be 1.0, 0.9, 0.8, 0.7, 0.6, and
0.5. This is a common and effective way to choose the param-
eter. As visible in the results shown in Figure 5, DFRec++
is able to reach its best performance when the dropout is 0.6,
according to the metrics of the AUC and F1-Measure. The
result shows that adding reasonable randomness to the model
can strengthen the robustness of DFRec++.
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FIGURE 6. AUC and F1-measure comparison of number of hidden layers.

FIGURE 7. A comparison of the values of the of the F1-Measures of
DFRec++, DFRec++-AA and DFRec++-NE.

2) NUMBER OF HIDDEN LAYERS
The number of hidden layers also affects the performance of
the model to some extent. The number of hidden layers in
the neural network affects the learning ability of the model.
We chose the number of hidden layers from 1-6 implying
that the deeper neural network requires more training time.
As presented in Figure 6, the bigger the number of hidden
layers, the better the DFRec++ performs. However, the per-
formance deteriorates if the number of hidden layers keeps
increasing after the performance has reached the highest
value. This phenomenon is due to overfitting.

D. FACTOR ANALYSIS
In DFRec++, we consider the input features according to
two factors: attribute attention (AA) and network embedding
(NE). We designed two more experiments with different vari-
ations to compare the influences of both factors. In detail,
we keep the MLP part of the DFRec++ model and then
build two additional models, one with AA and one with NE.
The method without the attribute attention part is denoted as
DFRec++-AA and DFRec++-NE denotes the model with-
out the network embedding part. All three models are trained
on the same data set. Figure 7 compares the performance of
the three different models in terms of the F1-measure.

It can be seen that the originally proposed model
performs better than both of the comparison models. Neither
DFRec++-AA nor DFRec++-NE perform satisfactorily.
The F1-measures of DFRec++-AA and DFRec++-NE
decrease sharply to 0.34 and 0.46, respectively. Although the
F1-measure of the DFRec++-NE model is slightly better
than that of the DFRec++-AA model, it’s overall perfor-
mance is still poor.

These experimental results reveal the advantage of
our DFRec++ model. They indicate that the proposed
DFRec++ model improves the accuracy and the precision
of friend recommendations. By combining attribute attention
and network embedding, the performance increased by 53%
and 41% as compared with DFRec++-AA and DFRec++-
NE, respectively. The experiment verifies that the AA mech-
anism and the network embedding are effective in deepen-
ing the feature extraction of users from a side perspective.
Using only one of these features is a one-sided comparison
for friend recommendations. The overall model architecture
design maximizes the role of various forms of features,
thereby greatly improving the effectiveness of friend recom-
mendations.

E. PERFORMANCE AND COMPARISON
We compared DFRec++ with several other existing friend
recommendation methods. We selected the RW [9],common
neighbors (CN) [10], LDA-based similarity (LDAS) [11],
Friend++ [12], RWCFR [13], CVAE [14], TBDM [15],
DT [16] as comparison algorithms. A brief description of
these methods is given below.

1) RW
This method utilizes an individual intimacy feature to com-
pute the similarity between target users and the candidate
users through a RW and then obtains the top-N recommended
friends.

2) CN
This method finds and measures the mutual friends of the
target user and his or her second-degree friends.

3) LDAS
Specifically, this LDA-based method only considers the topic
attributes and ignores other information when modeling the
recommendations. Then, according to the topic similarity,
it recommends friends to target users.

4) Friend++
Two features (network and node features) are considered
in the Friend++ method. It employs a RW algorithm to
recommend friends.

5) RWCFR
In addition to check-in data, we consider location information
and the user’s profile data to obtain a ranked recommendation
list.
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TABLE 2. Comparative evaluation results.

FIGURE 8. Experimental results.

6) CVAE
This is a Bayesian probabilistic generative model that unifies
the collaborative and content information through deep learn-
ing models.

7) TBDM
It mainly extracts the user interest features from large corpora
and rarely considers interactions.

8) DT
This is a friend recommendation algorithm based on the
Decision Tree with AdaBoost.

We implemented the methods described above on our
dataset and utilized several metrics to evaluate the perfor-
mance of DFRec++ with respect to the other methods. The
experimental results are listed in Table 2.

Table 2 lists the P@k results of the eight baseline methods
and the method proposed in this study on the same dataset.
The results clearly show that our proposed DFRec++model
outperforms all eight baseline algorithms in terms of P@5 and
P@10. The performance on the recall indicator is very close
to the best one. Furthermore, we compare the recall, MAP,
and F1-measure of DFRec++with those of the eight baseline
methods in Figure 8.
Figure 8 clearly shows that DFRec++ outperforms the

eight methods we compared it with, with respect to all three

metrics: AUC, MAP, and F1-measure. Overall, the RWCFR
method performs the worst, mainly because it is more suitable
for mobile social data. The performance of RW, CN, LDAS
and DT is similar, but lower than that of the Friend++
method. The gap betweenMAP is quite large. These methods
are not full deep learning methods and they also consider
fewer features than DFRec++. Compared with our method,
the difference between the AUC and the F1 values of the
TBDM method is small, however its performance on the
P@5 and P@10 indicators, which lead to its MAP value,
is very low. This indicates that the stability of this method
is poor. The recall and P@15 values of CVAE are slightly
better than that of the DFRec++ method, but in terms of
the AUC and the F1 values, our method is still better by
1%. Overall, considering the advantages of richer features
and deeper and more efficient extraction, our model achieved
excellent performance in the comparative experiments.

F. DISCUSSION
In this section, we describe the design of a variant method
of DFRec++ to further illustrate the effects of the answers
to the following questions: how the attention and network
embedding mapping layer affect the representation.
FRec++:We investigate the effects of the feature extractor

on DFRec++ by comparison to FRec++ [17]. The idea
of the comparison is to use the manual features instead of
the neural network features extractor. DFRec++ consists
of three parts: an attention model extracting attribute infor-
mation, a LINE-based network embedding, an MLP input
vector concatenating attribute features, and an embedding
feature. We remove the network embedding part and keep the
MLP. Instead of using attention as the feature extractor for
the attribute information, we use fully manual features. The
input of FRec++ is a vector that combines static attributes
calculated in the same way as in DFRec++ and dynamic
behavior features. The representation of the dynamic behav-
ior feature in FRec++ is a vector consisting of four values:
Li,Fd,Cm,At . The equations of similarities in forwarding
behavior are determined by Eq.27:

Fd (u, v) =

∑
Ti φt (α × Fb (u, v)+ β × Fa (v, v))∑
Ti φt × Fc (u)+

∑
Ti φt × Fc (v)

(27)

Here, φt is a time decay function. Ti states a series of
time. Fb (u, v) is the number of direct forwarding behav-
iors between users while Fa (u, v) stands for the number of
indirect forwarding behaviors among users. Fc (u) represents
the number of forwarding behaviors of user u and Fc (v)
denotes the number of forwarding behaviors of user v. α, β
are the weights of the direct and indirect forwarding behav-
iors, respectively. Related studies show that direct forwarding
behaviors contribute more to friend recommendations than
indirect forwarding behaviors. α is greater than β and the sum
of the weights is one. The parameter α is set to 0.7, based on
experimental evaluations. The molecule refers to the related
forwarding behaviors, and the denominator is the sum of the
number of their forwarding behaviors.
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FIGURE 9. Experimental results.

The equations of similarity in making comments and
replies is given in Eq.28:

Cm (u, v) =

∑
Ti φt (α × Cb (u, v)+ β × Ca (u, v))∑
Ti φt × Cc (u)+

∑
Ti φt × Cc (v)

(28)

The denotes of parameters are same as the Fd . Following
the same arguments, the similarity formulas for liking and
mentioning other users are as follows:

Le (u, v) =

∑
Ti φt × Lc (u, v)∑

Ti φt × Lc (u)+
∑

Ti φt × Lc (v)
(29)

The equations for mentioning other users’ similarity is
given in Eq. 30:

At (u, v) =

∑
Ti φt × Ac (u, v)∑

Ti φt × Ac (u)+
∑

Ti φt × Ac (v)
(30)

Le(u, v) is the similarity of liking behaviors. The molecule
is the number of common liking behaviors, and the denom-
inator is the sum of users’ liking behaviors. In terms of
At(u, v), Ac(u) denotes the number of friends that user
u @ has. The Fdynamic in FRec++ consists of the val-
ues: Le(u, v),Cm(u, v),Fd(u, v),At(u, v). Then, the static
attributes feature, and the dynamic behavior feature are con-
catenated as Flink for the input of a fully connected neural
network. The network structure of the other layers stays con-
sistent with DFRec++. The comparison of the experimental
results is shown in Figure 9.
As shown in Figure 9, the precision of FRec++ was

found to be higher than expected. This shows that the design
and usage of manual features is still reasonable. However,
compared with DFRec++, the stability of the model is poor,
and the performance is very low even with an increase in
training. The precision of DFRec++ increases with a deep-
ening of the training and follows a relatively stable trend.
This experiment demonstrated that using the attention model
and the embedded network as feature extractors makes using
the complicated and cumbersome process of manual features
unnecessary, and also improves the representation learning
of the features so that the recommendations of friends are
improved.

IV. RELATED WORK
Recently, an increasing number of researchers have been
developing individual friend recommendation methods that
combine several different algorithms based on social data
such as relations [8], interests [23], and locations. Location-
based recommendation (RWCFR) [13] is a typical state-
of-the-art friend recommendation method that is similar to
DFRec++. However, RWCFR’s architecture is based on a
randomwalk (RW), instead of on a hybrid architecture, which
is based on LDA and weighted averages. Both methods are
location-based, but RWCFR performs better in mobile social
networks [12], while DFRec++ is better suited to online
social networks. In addition, the DFRec++ model considers
dynamic behaviors and static attributes while RWCFR only
employs check-in data.

Inspired by developments in text mining, some researchers
have used LDA in friend recommendation. For instance,
Xu et al. [19] generate a user’s subjects and interests using
LDA and further recommends friends by finding other users
with similar subjects. Others model the daily lives of users as
life documents, their lifestyles as topics, and their activities as
words to achieve satisfactory recommendation results. These
studies prove that there are many gaps in friend recommenda-
tion methods using LDA. Meanwhile, the idea of embedding
raw data features into a low-dimensional intensive vector
has gained attention. Inspired by word embedding, some
researchers have investigated document embedding technolo-
gies [4], [20] and dynamic network embedding [21]. Top-
icVec [20] is a generative model combining word embedding
and LDA, with the aim of exploiting the word collection
patterns both at the level of the local context and the global
document. TopicVec learns high-quality document represen-
tations but lacks the idea of interactive information when
applied to friend recommendation.

Also, deep-learning-based approaches have recently been
proven to be effective in friend recommendations [24], [25].
Distributed representations of words can thoroughly capture
semantic information [26], [27], [39], [46]. Convolutional
neural network (CNN) has been proven a powerful
approach to learn feature representations [18], [43],
and it has the potential to learn sophisticated feature
interactions [28].

Another important component in friend recommendation
is to compute similarities among users. There exist numerous
methods to perform this task; some examples are common
neighbors (CN), Google PageRank ranking [30], and the
Pearson correlation coefficient in collaborative filtering [31].
The authors of [29] consider the nodes within two hops of
a target node to model dynamic social networks based on
CN. However, methods that only consider a single factor are
not effective. In terms of breadth, it has become a trend in
friend recommendation to consider several attributes such
as geographical locations, tags, and interests instead of only
one attribute [32], [33]. Furthermore, it is equally important
to reveal more user-related information about each attribute,
i.e., and in-depth analysis is necessary.
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In language and graph analysis, embedding representation
has superior performance on sparse representations of several
downstream tasks. In fact, embedding is also widely used
in the recommendation field. Okura et al. [34] proposed an
embedding-based method, which uses distributed represen-
tations in a three-step end-to-end manner. It significantly
improves the efficiency of news recommendation. A novel
way to generate embedding of customers was proposed by
Chamberlain [35]. This method addresses several issues of
the real e-commerce system. Wang et al. [36] pointed out
that the methods based on the graph embedding frame-
work resolve three challenges of Taobao, the largest online
consumer-to-consumer (C2C) platform in China. Embedding
can learn a low-dimensional intensive representation of fea-
tures, which is also instructive for friend recommendation
issues.

Attention mechanism is mainly used for task focusing.
By decomposing tasks, different network structures (or
branches) are designed to focus on different sub-tasks, and the
learning ability of the network is reallocated, which reduces
the difficulty of the original task and makes the network
easier to train. Compared with traditional LSTM, the atten-
tion model can learn long-term dependency features better.
Nowadays, the Attention model is more and more frequently
used in recommendation systems [37], [38]. The Attention
mechanism gives the model the ability to focus and enhance
mission performance as a powerful feature extractor. Based
on previous research, Attention will be more widely used in
the field of friend recommendation.

There are other methods for friend recommendations. Tra-
ditional methods like collaborative filtering [40], [41] and
content-based recommendations [42], [44] were widely used
in the early development of social networks.While the former
method is unsuitable for high-dimensional data and suffers
from the cold-start problem, the latter considers a few of
these attributes. Individual friend recommendation includes
tag-based, emotion-based, and location-based methods. Tags
can improve the accuracy of individual recommendations
by scope list [45]. Emotion-based recommendation models
extract a user’s emotional words to obtain his/her emotional
tendencies and compute his/her similarity with other users.
Additionally, few studies have been conducted on how to
apply deep neural network (DNN) methods to the friend
recommendation task. One reason is that neural networks
lack a corresponding pairwise ranking model. BayDNN [47]
is a deep neural network for friend recommendation using
only network structure information. Based on the approaches
from the above studies, we propose DFRec++ to improve the
accuracy of recommendations.

V. CONCLUSION
In this paper, we proposed a novel hybrid network frame-
work combining Attention and network embedding. The
DFRec++ method provides a method for deep extraction
and representation of static attributes, dynamic behaviors,
and social network structure information. We utilize the

LDA algorithm to generate semantic topics and further form
the static attribute features. CNN network extracts latent
deep structural feature representations from the dynamic
behaviors. Then we use the Attention to perform feature
extraction on the attribute information. The algorithm LINE
can help us learn the structure of the network and embed
it into DFRec++. The experimental results showed that
DFRec++ outperforms comparable methods with respect to
precision(P@k), recall, and F1-measure. Considering these
results, the following conclusions can be drawn: 1) Attention
can learn the deep representation of attribute information
2) network structure embedding can improve the performance
of friend recommendations 3)The provided method for fea-
ture extraction and representation is effective. The proposed
method innovatively utilizes various kinds of information in
Social Networks for friend recommendation, which brings
inspirations to some researchers. Although the model works
effectively and is compact, it is still slightly complicated.
In the future, we hope to use attentional mechanisms at the
full connectivity layer to further improve the predictive per-
formance and we will study a simpler and more generalized
network structure for friend recommendation.
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