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ABSTRACT For decades, a high prediction error rate of firm value assessment has been reported by using
traditional financial evaluation methods, therefore develop a suitable assessment tool to improve firm value
prediction accuracy is in urgent. This paper provides a comprehensive review and statistical comparison
of six machine learning models: K-Nearest Neighbor, Decision Trees, Support Vector Regression, Artificial
Neutral Network, AdaBoost, and Random Forest in oil firm and power firm value prediction. Based on nearly
5000 M&A items, this paper finds that for both oil and power industries, the prediction error of ANN is the
lowest in all the three measurement terms. ANN performs better than the other five ML models by 18%
at least for oil industry, and outperforms the others by 19% for power industry. It shows that ANN models
can produce both accurate and reasonably understandable prediction results. ANN can be applied to a wide
range of M&A decisions and value assessment for energy firms.

INDEX TERMS Firm value, machine learning, ANN, energy firm, M&A.

I. INTRODUCTION
Mergers and acquisitions (M&A) is the combination of the
assets and liabilities of two companies to form a new business
entity. Accurately evaluating the value of target companies
not only facilitates the deal completion, but also brings great
economic value to the acquirer. Yet, determining the value of
target companies is not easy. Many studies have shown that
predicted firm value results in failure with huge divergence
to realistic value. Energy firm value prediction is one of
such area that poses a lot pressure on evaluators’ judgment.
In many cases, even with rigorous logical reasoning and
statistical regression, decisionmaker can hardlymake reliable
predictions. Part of the reason for misestimation lies in the
unsuitable analytical tool. Generally speaking, there are two
methodologies in predicting firm price: (1) traditional linear
regression methods, and (2) machine learning approach. The
traditional linear regression methods, including Balance-
Sheet-Based methods, Income Statement and Market-Based
methods, Discounted Cash Flow method, often reach its limit
constraint by strict statistical assumptions, such as normality,
linearity, and independence. It makes them unable to discover
unseen patterns under complex scenarios and often falls short
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in nonlinear problems. Therefore, it is essential to discover
an accurate value prediction tool for energy firm. For these
reasons, the second category, ML approach is gaining more
and more popularity recently.

As a computer-based interdisciplinary tool, machine learn-
ing(ML) has outstanding ability in processing large quan-
tity and high dimensional data [14], [38]. Such ability has
made machine learning models widely used in many cases,
for example, in pattern recognition, classification, data min-
ing, and forecasting [10], [43]. In financial area, ML has
shown its strength in stock price prediction [18], [21], [22],
house price prediction [31], [35], firm value prediction [24],
[26], [28] and so on. ML methods are able to discover the
unknown function, dependency or structure between inputs
and outputs which are impossible to be represented by explicit
algorithms [43]. Yet which ML method, like K-Nearest
Neighbors, Decision Trees, Neural Networks, Support Vector
Machines is more proper applied to firm value filed is still
up in the air. Reference [24] proves Ensemble Approach
performs better than CART and ANN in prediction corporate
dividends. Reference [26] reveals that Decision Trees and the
ensemble models outperform ANN in firm value prediction.
Reference [28] demonstrates BPANN provides superior out-
comes than linear regression method in firm market value
assessment and influential factors selecting.
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This paper aims to discover an accurate prediction model
for energy firm value assessment by providing a compre-
hensive review and statistical comparison of ML methods.
By using the actual M&A transaction price as bench mark,
it figures out the most accuracy prediction model with low-
est prediction error and identify the related variables which
influence the deal pricemost. This paper compares the predic-
tion performance of four supervised learning models, namely
K-Nearest Neighbor (KNN), Decision Trees (DT), Sup-
port Vector Regression (SVR), Artificial Neural Networks
(ANN), and two ensemble models-AdaBoost (AB), Random
Forest (RF), and the results show that the ANN could predict
both oil and power firm values more accurately than its com-
petitors on all error terms stably. It is the most suitable tool for
energy firm value assessment. Besides, it is also believed that
this paper is the first to provide a comprehensive review of
KNN, DT, SVR, ANN, AB, and RF in firm value evaluation
field.

Thus, this paper makes the following main contributions:
• This paper tests the performance of four supervised
machine learning models and two ensemble machine
learning methods on a new scenario-firm value assess-
ment. The results reveal that ensemble ML methods,
i.e. AB, RF cannot provide reliable prediction results
than those single learning models in energy firm value
prediction scenario.

• Based on the real-life data, this paper finds that for oil
industry, the prediction error of ANN is 5.15 on average,
which is about 18% lower than other models. For power
industry, the lowest prediction error is achieved by ANN
at 8.64, 19% lower than other models.

This paper is organized as follows. Sec. II, is a brief intro-
duction to the six commonly used prediction ML methods.
Sec. III is sample description with data preparation. Sec. IV
describes research design. Sec. V provides with experiment
results and analysis model. Finally, concludes the paper in
Sec. VI.

II. BACKGROUND AND RELATED WORK
In the following part, this paper provides a comprehensive
literature review of the six ML models-KNN, DT, SVR,
ANN, AB and RF, as well as their application in firm value
assessment.

A. K-NEAREST NEIGHBOR REGRESSOR MODEL
KNN is a simple, effective non-parameters method. It cal-
culates the similarity between a target object and the most
similar k-nearest neighbors in the training sample set by
Euclidean distance,

d(x, xi) =

√√√√ n∑
i=1

(x − xi)2 (1)

where x is the target object and xi is the i-th similar nearest
neighbors. Then according to a majority vote of its neighbors,
the target will be assigned to the most common class among

its k-nearest neighbors. The classification δ(xi, ci) is for xi
with respect to class ci can be expressed as:

δ(xi, ci) =

{
1, if xi ∈ ci
0, if xi /∈ ci

(2)

According to a majority vote of its neighbors, the target will
be assigned to the most common class among its k-nearest
neighbors. Reference [39] finds KNN is effective in rice price
prediction. Reference [7] proves KNN performs well with
stock data. Reference [4] shows depending on the actual stock
prices data, the KNN prediction results are close and almost
parallel to actual stock prices.

B. DECISION TREE REGRESSION MODEL
A regression tree is a decision tree that deals with a con-
tinuous target attribute. Regression tree technique constructs
a single regression tree by repeatedly splitting the data into
mutually exclusive groups or nodes by means of an efficient
recursive partitioning algorithm. Theoretically, when the tree
construction is finished, all the instances in a node are of the
same class [29]. In reality, the optimized tree is to achieve bal-
ance between complexity (size) and prediction capacity [15],
therefore pruning the tree is also necessary. Reference [40]
attempts to use a decision tree approach to deal with the
problem of stock selection. It is shown that the tree approach
performs significantly better than those built by simple stock
screening and ranking models. Reference [13] replaces linear
regression approach in housing price prediction with decision
tree, and proves it to be an important statistical pattern recog-
nition tool by offering relationship between house prices
and housing characteristics. Furthermore, [32] and [23] also
confirm that decision tree is useful in price prediction.

C. SUPPORTED VECTOR REGRESSION MODEL
SVRs are classification techniques based on statistical learn-
ing theory [11]. It can handle linear indivisible problems by
using nonlinear kernel support vector machines. Based on
the kernel function which can achieve a hyperplane that lies
"close" to as many of the data points as possible [21], SVM
maps non-linear input vectors into a high-dimensional feature
space.

minimize
1
2
||w||2 + C

N∑
i=1

(ζi + ξi) (3)

subject to :

yi − f (x) ≤ ε + ξi (4)

yi − f (x) ≤ ε + ξi (5)

f (x)− yi ≤ ε + ζi (6)

ζi, ξi ≥ 0 (7)

where C controls the penalty imposed on residuals, and the
two slack variables ζi and ξi represent the distance from actual
values to the corresponding boundary values. The training
points that are closest to the optimal separating hyperplane
are called support vectors [24]. Reference [31] compares the
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result of SVR with that of least square regression (LSR) and
vector autoregressive (VAR), it proves that SVR is a good
predictor of CPI (Consumer Price Index). Reference [18] also
confirms with previous studies that SVR has predictive power
in stock price prediction. Reference [8] testifies that SVR
model performs much better than linear regression model in
prediction accuracy.

D. ARTIFICIAL NEURAL NETWORK MODEL
Artificial Neural Network is a network composed with
determined architecture, weights, biases and activation func-
tion [12], [46]. During training, a weighted sum of the inputs
is calculated as

Ht = f (
n∑
i=1

wtixi + bt ) (8)

where wti is the weight on connection from the i-th to the
t-th node; xi is an input data from input node; N is the
total number of input nodes; and bt denotes a bias on the
t-th hidden node [33]. When the neurons of the input layer
are activated by the activation function, the activation val-
ues will propagate from the input layer to the intermediate
layers. Then such process will iterate from hidden layer to
output layer. At the end of the feedforward process, the net-
work back-propagates calculated error between target and
actual outputs for further iterative weight adjustments [28].
The processes of information forward propagation and error
back propagation are the learning and training process of
the neural network. This process continues until the output
error reaches a specified value or a predetermined number of
learnings is reached [25]. Reference [33] demonstrates that
based on the values of RMSE, the ANN models achieve a
better forecast performance than the regression models for
debt ratio. Reference [9] compares ANN, Decision Trees and
hybrid model in stock price prediction by finding out that
ANN performs better than the other models. Reference [28]
demonstrates BPANN provides superior outcomes than lin-
ear regression method in firm market value assessment and
influential factors selecting. [2] shows that the ANN model
possesses a good predictive ability for property valuation.
Reference [3] shows that the ANN technique outperforms the
HPM approach.

E. ADABOOST MODEL
AdaBoost works by re-weighted the misclassified samples
iteratively. Namely, the misclassified samples of previous
round with other new data are combined to form a new train-
ing samples, which will enter into a new training process in
next round. Iterations stop when the specified number of iter-
ations or the expected error rate is reached. In each iteration,
the instances that are misclassified in the previous iteration
will be assigned more weight. Reference [16], [45] finds that
AdaBoost method is effective in predicting firm price and
value. Reference [17] suggests that in companies’ financial
distress prediction, the model based on AdaBoost algorithm

has a higher overall accuracy than the model based on Neural
Network. Reference [44] shows that the AdaBoost model
possesses much higher predictive capacity than a regression-
based model in consumer demand prediction.

F. RANDOM FOREST MODEL
Random forest is the combination of several trees. By using
the bootstrap method to generate multiple training sets and
construct a decision tree for each training set, RF improves
generalization ability of a single decision tree. Moreover,
rather than choosing the best split among all attributes, it ran-
domly selects a subset of the attributes and chooses the best
split among them [37], which can successfully avoid the
problem of overfitting problem. Reference [15] finds that the
prediction errors obtained with RF are similar or even lower
than those obtained with CART and Bagging methods in
electricity price forecasting. Reference [6] indicates that RF
is the top algorithm, which performs better than Support Vec-
tor Machines, Kernel Factory, AdaBoost, Neural Networks,
K-Nearest Neighbors and Logistic Regression in price
prediction.

III. MATERIALS AND ANALYSIS
In this part, this paper offers a comprehensive introduction
of the M&A dataset, as well as the variables included in the
model.

A. DATASET DESCRIPTION
The Merger & Acquisition database covers more than
273,000 M&A transactions worldwide since the year 1983.
The detailed information elements it provides regarding to
target’s firms information as well as deal information, includ-
ing target firms’ financial performance, firm type, industry,
transaction dates, deal value, deal type, acquisition share.
Since the energy industry has a very broad definition, includ-
ing infrastructure, petroleum, electricity, renewable energy,
and so on [27], firm value may vary greatly in different indus-
try sectors. In this paper, two energy industries-oil industry
and power industry are chosen as targets. For oil industry,
this paper all together gets 3078 samples. For power industry,
the sample size is 1834. Specific descriptions of the obtained
data are shown in Fig.1(a) and Fig.1(b). Some sample data
could be downloaded from [1].

B. VARIABLE DESCRIPTION
Firm value is the deal value, i.e. the actual evaluation price
offered by the acquiring firm. Firm size is measured as the
natural logarithm of the firm’s total assets. Asset Turnover
Ratio is measured by the ratio of total sales/total asset. EBIT
is firm’ s earnings before interest and taxes. Net profit mar-
gin equals to the value of net profit/revenue. ROA is the
ratio of net income/total assets, and ROE is the ratio of net
income/average shareholders’ equity. From the perspective
of financial profit and strength, ROA is commonly used to
represent a firm’ s financial outcome and effective utilization
of input resources for market value creation, which represents
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FIGURE 1. Performance comparison of testing dataset.

TABLE 1. Indicators of firm value.

short-term operational performance. Cash to pay debt ratio is
used as another financial tool to assess whether a firm has
adequate cash to pay debts in order to cope with the high
risk that SMEs are likely to face in the market [28]. Firm
growth is measured by the logarithmic value of investment
growth change in firm capital expenditures, i.e. the Capex.
Total Debt to Assets is used as the firm leveraging indica-
tor. Moreover, since there is substantial evidence that the
firm type of the target plays an important role in firm value
assessment, we included organization form as categorical
variables. In this paper, we use 1-6 to represent government-
based firm, joint venture; mutual firm; private firm; public
firm and subsidiary. Since the intra-national M&A is a small
potion, the influence of different country can be overlooked.
Although we do not include it in the model, we still think
the nationality of target firm as an important influencing
factors. M&A type, i.e. whether the deal is made within
the same industry or not is an indispensable factor in value
assessment. Therefore, homogeneous M&A coded as 1, and
heterogeneous M&A as 0. Acquisition year is also included
in the model to mitigate the influence of inflation. The share
that the transaction fee can buy also tend to affect firm value,
hence it is necessary to include it into the model. The detailed
information of these 15 attributes please refer to TABLE 1.

As a preliminary step toward empirical analysis,
the descriptive statistics for oil and power industry is pre-
sented in TABLE 2 and TABLE 3 individually. Their kurtosis
values (the oil industry is 735, and power industry is 215.61),
indicates that the observations’ distribution are concentrated
as spike, which cannot satisfy the normal distribution for
linear test. Therefore, linear regression model is not suitable
in this occasion [42].

IV. EXPERIMENT DESIGN
The main task in this section includes preprocessing data,
selecting prediction measurements and setting model spec-
ifications. In this section, this paper performs a systematic
evaluation of the six ML methods on the SDC Merger &
Acquisition Platinum.

A. DATA PREPROCESSING
Since the predicting items of SDC M&A database is com-
posed of firm level information as well as deal level of
information, normalization is needed. In this study, data are
scaled into the interval of [0, 100] by using the following
formula:

x ′ =
x −min(x)

max(x)−min(x)
∗ 100 (9)

where x is the original value, x ′ is the scaled value, max(x) is
the maximum value of feature x, and min (x) is the minimum
value of feature x.

The model’s prediction performance is measured by Mean
Absolute Percentage Error (MAPE), RootMean Square Error
(RMSE), and Mean Absolute Deviation (MAE) [2]. MAPE,
RMSE, MAE are the measures of the deviation between
actual and predicted values. The smaller the values of MAPE,
RMSE, MAE, the closer the predicted values to those of the
actual value [22].

MAPE =
1
n

n∑
i=1

|
pi − p̂i
p̂i
| × 100% (10)

MAE =
1
n

n∑
i=1

|pi − p̂i| (11)

RMSE =

√√√√1
n

n∑
i=1

(pi − p̂i)2 (12)

where n is the number of observations, pi is the actual prop-
erty price, p̂i is the predicted property price from the model.
The machine learning software we use is scikit-learn [34]

in Python. Scikit-learn is built on NumPy, SciPy, and mat-
plotlib. It is a simple and efficient tool for data mining
and data analysis. Scikit-learn contains six basic functions,
namely classification, regression, clustering, data dimension-
ing, model selection and data preprocessing.

B. K-NEAREST NEIGHBOR
There is only one parameter-K in KNN model. K means how
many neighbors are going to be selected into the model as
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TABLE 2. Data description of oil industry.

TABLE 3. Data description of power industry.

reference, which determines classification results of KNN.
A smaller K may provide less approximation error, but it will
lead to overfitting problem. Whereas a larger K value may
generate more prediction error, the model will be simpler.
In practice, trial and error are commonly used to determine
the optimal K value. After rigorous testing, this paper sets
K= 11 for oil industry, and K= 9 for power industry. In such
condition, the model of KNN performs the best.

C. DECISION TREE REGRESSION
Decision Tree parameters are summarized in TABLE 4. This
default rule often works well across a broad range of prob-
lems [5]. In details, most of the criterions for both oil firms
and power firms are the same. The splitting criterion used is
mse; the minimum sample leaf is 1; the min sample split is
2; the min weight fraction leaf is 0; the maximum leaf nodes
is none; the minimum impurity split is none. The only differ-
ence lies in maximum depth. For oil industry, the maximum
depth is 8, and for power industry it is 10.

D. SUPPORTED VECTOR REGRESSION
The accuracy of SVR model depends on the chosen kernel
function. Like most of other studies, RBF kernel is used in
the SVR model. Two parameters, i.e. penalty parameter for

TABLE 4. Training parameters of Decision Tree model.

the error C and kernel parameter γ are chosen by grid search
method [19]. The range of C and γ are C = {1, 21, 22, 23,
24}, and γ = {2−3, 2−2, 2−1, 1, 21, 22}. By multiple times
of training, the best combination of the error C and kernel
parameter γ are set respectively as 4 and 0.5 for oil industry
and 16, 0.125 for power industry.

E. ARTIFICIAL NEURAL NETWORKS
In this study, three-layer fully connected back-propagation
neural networks (BPNN) are used as benchmarks. In this
paper, the input layer contains 14 nodes representing the
14 attributes, and one node for the output layer. After iter-
ation, an ANN architecture of 14–50–1 (14 input variables,
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TABLE 5. Training parameters of AdaBoost model.

TABLE 6. Training parameters of Random Forest model.

1 hidden layer with 50 neurons and 1 output) generated
to be the best network for oil industry, and an architecture
of 14–75–1 is the best for power industry.

F. ADABOOST
The parameters are summarized in TABLE 5. Base estimator
indicating the algorithm is used. If none, then the base esti-
mator is DecisionTreeRegression. N_estimator is the number
of subtree. This paper sets 60 for oil industry and 50 for
power industry. Learning rate shrinks the contribution of each
classifier, and normally set as 1. The loss parameter is used
to specify the type of model calculation error. In this paper,
square is used for loss parameter. Random state represents the
setting of the random number seed.

G. RANDOM FOREST
RF has several unique parameters. One is maximum feature,
and the other is oob_score. Maximum feature is the number
of features. Increasing maximum features generally improves
the performance of the model, but reduces the diversity of the
subtree. This paper sets the number of variables to the square
root of the total number of predictors. Oob_score indicates
whether the sample outside the bag is used to evaluate the
quality of the model. This paper sets true both power and
oil industry. Detailed parameter information is presented in
TABLE 6.

V. EXPERIMENT RESULTS
In this section, the evaluation results of each singleMLmodel
and the two ensemble models are presented. Then, the effi-
ciency and robustness of all these methods is evaluated.

A. PREDICTION RESULTS
In this part, the prediction results under different metrics are
provided. As the prediction results have close relationships
with parameters selection, this paper splits the total data
randomly into training and testing dataset with training data
size counting 80%, and testing data size counting 20%, where

the training dataset is used to fit parameters and the testing
dataset is used to assess the models. In KNN, the errors
mainly come from the nearest neighbors, since the overlarge
value could lead to underfitting while small value opposites.
To improve the degree of accuracy, this paper caps the value
of it between 5 and 12. Decision tree learners can create
over-complex trees that do not generalize the data well.
To improve its performance, this paper caps the maximum
depth of the tree at 10 to avoid this problem. In SVR, this
paper adopts slack variable to reduce the deviations. The
ANN model has many hidden layers which could lead to
overfitting easily. This paper employs L2 regularization term
to help in avoiding this by penalizing weights with large
magnitudes. For AdaBoost, this paper caps the maximum
number of estimators between 20 and 60 to avoid overfitting.
Similar to decision-tree, this paper caps the maximum depth
of the Random Forest at 10 to reduce deviations.

Fig. 2 shows the results of training dataset and Fig. 3 shows
the corresponding testing dataset. In each experiment, this
paper repeats the data splitting process 100 times, where the
error bar paints the mean and mean ± standard deviation
value. Comparing the two pictures, it can be seen that the
results of testing dataset approximate to the training’s, since
the above technologies to avoid deviations are adopted when
deriving the moderate parameters. Fig. 2(a) and Fig. 3(a)
show the results of MAPE, which presents the average error
ratio. It can be seen that ANN performs best, followed by
SVR, KNN, RF, AdaBoost and DT. For power industry,
the rankings are similar. Fig. 2(b) and Fig. 3(b) depict MAE,
which presents the average absolute error. It shows that ANN
performs close to AdaBoost and Random Forest and slightly
better than others. Fig. 2(c) and Fig. 3(c) are the result of
RSME, which is similar to MAE and MAPE.

B. ROBUST CHECK OF CLASSIFIERS
In this part, models’ robustness under different level of train-
ing data size is checked. Specifically, from TABLE 7 it can
be observed that all the machine learning methods achieve
high training accuracy in predicting oil firm value. The pre-
dictive errors of all the models decrease progressively from
the smallest to the biggest size group. The value prediction
results for power industry follows the same pattern (as shown
in TABLE 8). All the three indicators decrease with the
enlarging of data size.

From the above analysis it can be seen that no matter
for oil firm value prediction, or for power firm evaluation,
ANN provides the most satisfying results. These results are
similar to the findings of [9], [25] and so on. All these studies
report that the ANN technique possesses a reliable predictive
ability that can address the non-linearity of property values
and property attributes [2]. It excels in nonlinear modeling
even when the theoretical basis with regard to associated
variables is weak [28]. It is suitable for solving complex
problems of internal mechanisms and extracting hidden rela-
tionships between variables based on its self-learning and
self-adaptive capabilities. Therefore, ANN algorithms are the
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FIGURE 2. Performance comparison of training dataset.

FIGURE 3. Performance comparison of testing dataset.

TABLE 7. Model robustness for oil firm value prediction.

TABLE 8. Model robustness for power firm value prediction.

most appropriate for this study [26], [36], [41]. SVR model
performs good as well [20]. The average prediction error it
provides for oil industry is around 6.30, and for power at 7.87.
Both ANN, SVR are not sensitive to data distribution, and
have a strong application ability [30]. Out of our expectation,

the two ensemble models, AdaBoost and RF doesn’t provide
accuracy prediction results. The unbalanced data, and the
outliers may lead to a decrease in its prediction accuracy.
KNN model is average in model performance. And under
different K values, its prediction accuracy also changes a
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FIGURE 4. Performance comparison of KNN.

lot (Fig.4). DT is the most unsuitable model in our scenario.
The low accuracy may partly caused by using binary segmen-
tation to process continuous variables.

VI. DISCUSSION AND CONCLUSION
This paper is motivated to provide a suitable data mining
techniques to discover hidden patterns for firm value assess-
ment. Based on the SDC M&A data, this paper selects two
industries as targets: oil industry and power industry. It first
compares four single machine learning methods, i.e. KNN,
DT, SVR, ANNwith two ensemblemachine learningmodels-
AdaBoost, and Random Forest on firm value prediction.
Results show that for oil industry, the average prediction
error of ANN is 5.15, the lowest from matching with real
M&A transaction prices. SVR, AB, RF, KNN andDT achieve
prediction error at 6.31, 7.74, 8.24, 14.16, and 15.59 respec-
tively. The accuracy rate for ANN is 18% higher than others
at least. For power industry, the lowest prediction error is
achieved by ANN at 8.64, followed by SVR, AB, RF, KNN
and DT at 10.72, 13.27, 13.85, 17.78, and 17.84 respectively.
The accuracy rate for ANN is 19% higher than others on
average. It is shown that ANN models can produce both
accurate and reasonably understandable prediction results.
It can be applied to a wide range of M&A decisions and value
assessment for energy firms.
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