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ABSTRACT The vibration signals collected by the sensor often have non-stationary and non-linear
characteristics owing to the complexity of working environment of rolling bearing, so it is difficult to obtain
useful and stable vibration information for diagnosis. Empirical Wavelet Transform (EWT) can effectively
decompose non-stationary and nonlinear signals, but it is not suitable for signal analysis of bearing with a
complicated spectrum. In this paper, an improved EWT (IEWT) method is proposed by developing a new
segmentation approach. Meanwhile, the IEWT is compared with empirical mode decomposition (EMD) and
EWT to verify the superiority of IEWT in decomposition accuracy. By combining with the refined composite
multiscale dispersion entropy (RCMDE), which is a powerful nonlinear tool for irregularity measurement
of vibration signals, a new diagnosis method based on IEWT, RCMDE, multi-cluster feature selection and
support vector machine is proposed. Then the method is applied to analysis of bearing in this paper and
the results show that the new method has higher identifying rate and better performance than that of the
methods of RCMDE combining with EMD or EWT. Also, the superiority of RCMDE to dispersion entropy
andmultiscale dispersion entropy is investigated, together with the superiority ofMCFS for feature selection.

INDEX TERMS Fault diagnosis, improved empirical wavelet transform, refined composite multiscale
dispersion entropy, feature extraction, rolling bearing.

I. INTRODUCTION
Rolling bearing is an important component of rotating
machines and its operating state affects the normal opera-
tion of the equipment. Therefore, diagnosing the failure of
rolling bearings used in various types of machines is one of
the key contents of current research. In the actual working
environment, bearing vibration signals are generally affected
by external disturbances and thus extracting the hidden fault
characteristic information from vibration signals is an impor-
tant step for diagnosis.

In recent years, the entropy-based complexity feature
extraction methods have been continuously applied to
mechanical condition monitoring and fault diagnosis areas.
Dispersion entropy (DE) [1] is an algorithm for measuring the
irregularity and complexity of vibration signals. To overcome
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the limitations of single-scale analysis, the dispersion entropy
is expanded to multiscale framework, i.e. multiscale Disper-
sion Entropy (MDE) is proposed. However, the MDE will
cause the deviation of entropy value obtained in multiscale
process [2]. Therefore, by improving the process of coarse
graining process in MDE, the Refined Composite Multiscale
Dispersion Entropy (RCMDE) [3] is proposed and used in
biomedical field [4]–[6]. Generally, the local characteristics
of time series cannot be reflected by the coarse-grained of
original signal, which only reflects the overall characteristics
of time series, and thus the extracted feature information is
not completed. Therefore, in this paper, the signal decompo-
sition method is used to separate the time series into several
mono-components, then the multiscale entropy value of each
mono-component is calculated so that the extracted features
contain much more rich fault information.

In 1998, Empirical Mode Decomposition (EMD) first
appeared in reference [7], which is proposed by Huang et al,
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it can effectively decompose the collected original vibration
signals into several intrinsic mode functions distributed from
high frequency to low frequency. EMD is a data-driven signal
decomposition method without choice of base functions and
has been affirmed and studied by many scholars [8]–[11].
However, EMD has problems such as endpoint effects and
modal mixing [12]–[14]. In 2013, the Empirical Wavelet
Transform (EWT) was proposed by Gilles [15], which is
different from EMD. EWT is an effective vibration signal
decomposition method based on the wavelet transform and
its core idea is to establish a suitable filter bank with adap-
tive bandwidth by adaptively dividing the Fourier spectrum
of raw signal. Thus, the raw data can be decomposed into
a plurality of amplitude-modulation frequency-modulation
(AM-FM) modals with supported Fourier spectrum. Then the
Hilbert spectrum of the decomposed AM-FM mode can be
obtained, so that a series of meaning instantaneous frequency
is obtained [16]. EWT has been widely used in biomedical
science [17], [18], seismic analysis [19], mechanical engi-
neering [20]–[22] and other fields. However, the decompo-
sition result of EWT depends on the segmentation of Fourier
spectrum, which directly cause different decomposing results
for different spectrum segmentation. The spectral segmenta-
tion method suitable for a certain field often cannot achieve
the expected effect in other fields, so the Fourier spectrum
segmentation method is an important factor in the suitability
of EWT.

In this paper, to overcome the deficiencies of the maximal
midpoint position segmentation method in the original EWT,
combined with the vibration signals characteristics of rolling
bearings, an improved empirical wavelet transform (IEWT)
is proposed based on spectral maxima envelope. Based on
that, a new method based on IEWT, RCMDE, multi-cluster
feature selection and support vector machine is proposed,
and is used in bearing diagnosis. That is, first, the raw
signal is decomposed using the IEWT, with several mono-
components obtained. Second, the RCMDE of each mono-
component is calculated to extract the fault features. Third,
the Multi-Cluster Feature Selection (MCFS) [23] is used as
a supervised dimensionality reduction of the feature data to
eliminate the redundant features extracted by RCMDE from
vibration signals and select several sensitive fault features
as the sample of classification. Finally, the Support Vector
Machine (SVM) [24] can output an optimized separation
hyperplane when given some labelled training samples, and is
applied to classify the extracted sensitive features to realize
the intelligent diagnosis of rolling bearing faults. The pro-
posed fault diagnosis method is compared with the methods
of RCMDE combining with EMD or EWT. And the superi-
ority of RCMDE to DE and MDE is investigated, together
with the superiority of MCFS in selecting sensitive feature.
It can be observed from the results that the new diagnosis
method can effectively distinguish the fault type and has a
high identification rate than other methods of comparison
mentioned above.

The rest of this article is as follows. The EWT and IEWT
are introduced in section II and these methods are applied
to the simulated signals analysis. The RCMDE algorithm
is introduced in section III. The fault diagnostic procedure
is given in section IV. In Section V the newly proposed
diagnosis method is used in the actual data collected and
comparing it with other existing methods. Section VI gives
the discussions and conclusions.

II. IMPROVED EMPIRICAL WAVELET TRANSFORM
A. EMPIRICAL WAVELET TRANSFORM METHOD
EWT is a recently proposed adaptive signal decomposition
method based on the traditional wavelet transform and it
mainly includes two parts, i.e. 1) adaptively looking for seg-
mentation boundaries in Fourier spectrum and 2) construction
of wavelet filter bank.

Firstly, the spectrum of the signal y(t) is normalized to
ω ∈ [0, π], assuming ω consists of N continuous intervals
3n = [ωn−1, ωn],n = 1, 2, · · ·,N , where 0 and π are fixed
boundaries, the first boundary isω0 = 0 and the last boundary
is ωN = π . Define a transition section of width 2τn, which
centered on the midpoint ωn of the two closest maxima in
the Fourier spectrum. The empirical scaling function ϕ̂n(ω)
and the wavelet function ψ̂n(ω) are represented by Eqs. (1)
and (2), respectively:

ϕ̂n(ω) =


1, |ω| ≤ ωn − τn

cos{
π

2
β[

1
2τn

(|ω| − ωn + τn)]},

ωn − τn ≤ |ω| ≤ ωn + τn

0, otherwise

(1)

ψ̂n(ω) =



1, ωn + τn ≤ |ω| ≤ ωn+1 − τn+1

cos{
π

2
β[

1
2τn+1

(|ω| − ωn+1 + τn+1)]},

ωn+1 − τn+1 ≤ |ω| ≤ ωn+1 + τn+1

sin{π2 β[
1
2τn

(|ω| − ωn + τn)]},
ωn − τn ≤ |ω| ≤ ωn + τn

0, otherwise

(2)

where β(x) is defined as

β(x) = x4(35− 84x + 70x2 − 20x3) (3)

The detail coefficient wf (k, t) and approximation coeffi-
cient wf (0, t) are given as the inner product of the analyzed
signal with the empirical wavelet function and the scaling
function,

wf (n, t) = 〈f , ψn〉 =
∫
f (τ )ψn(τ − t)dτ

= F−1[f (ω)ψ̂n(ω)] (4)

wf (0, t) = 〈f , ϕ1〉 =
∫
f (τ )ϕ1(τ − t)dτ

= F−1[f (ω)ϕ̂1(ω)] (5)

where ψ̂n(ω) and ϕ̂1(ω) are defined by Eqs. (1) and (2),
respectively, ψn(t) and ϕ1(t) represent complex conjugates
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of ψn(t) and ϕ1(t), respectively. The original signal is recon-
structed as follows:

f (t) = wf (0, t) ∗ ϕ1(t)+
N∑
n=1

wf (n, t) ∗ ψn(t)

= F−1[ŵf (0, ω)ϕ̂1(ω)+
N∑
n=1

ŵf (n, ω) ∗ ψ̂n(ω)] (6)

where symbol ∗ indicates convolution, ŵf (0, ω) and ŵf (n, ω)
represent the Fourier transform of wf (0, t) and wf (n, t)
respectively.

Following this formalism, the empirical mode fk is repre-
sented by

f0(t) = wf (0, t) ∗ ϕ1(t) (7)

fk (t) = wf (k, t) ∗ ψk (t) (8)

Therefore, through the EWT decomposition method,
an original signal y(t) can be expressed as

y(t) =
N∑
n=1

fk (t) (9)

The key of reasonable segmentation of Fourier spectrum
is to find the segment point N . The literature [15] gives an
easy way of spectrum segmentation. First, setting the number
of divided bands is N . This means we need the number of
boundaries is N + 1. Because there are two fixed boundaries
of 0 and π , it is necessary to determine N -1 extra bound-
aries. Second, the number of maxima M in Fourier spectra
is calculated. Finally, compare the numerical values of N and
M , if N < M , take the N maxima values with the highest
amplitude, and then set the intermediate position of the adja-
cent maxima as the boundary. If N > M , the number of N
needs to be reset, reduce the number ofN toM , similarly, take
the middle position of the extreme pointsM as the boundary.
Figure 1 shows the original vibration waveform of a rolling
bearing with a fault. When the number of divided bands is set
to 12, the result of segmentation using the original Fourier
spectral segmentation method is displayed in Figure 2. It can
be known from the Figure 2 that the segmentation boundary
is concentrated in the middle of the spectrum. Although the
analysis accuracy of the certain frequency bands is improved
by this segmentation method, it affects the analysis effect of
the EWT method on other frequency ranges.

FIGURE 1. Vibration waveform of a faulty bearing.

FIGURE 2. Fourier spectral segmentation of a faulty bearing vibration
signal.

B. IMPROVED EMPIRICAL WAVELET
TRANSFORM METHOD
The original EWT can obtain good results when analyz-
ing signals with less frequency components and simpler
spectrum. However, the rolling bearing fault contains more
complicated frequency components in the above actual work-
ing environment, and the initial Fourier spectral segmenta-
tion method is no longer applicable. Therefore, this paper
improves the Fourier spectral segmentation method and pro-
poses an improved EWT (IEWT) method. The main steps of
IEWT are given as follows:
(1) The spectrum of the raw signal is normalized to [0, π],

and set the number of empirical modes to be decom-
posed is N , find the position of all extreme points in
the Fourier spectrum and count the number of maxima
Nmax and minima Nmin respectively.

(2) If Nmax > 5N , go to step (3), otherwise skip to step
(4). Here, the five-fold relationship between Nmax and
N is to prevent the number of maximum values after
the last processing from being smaller than the number
of empirical modes N that need to be decomposed.

(3) All adjacent maxima are connected (maxima enve-
lope), and the maximum value of the Fourier spectrum
and its position are counted, the number of them is set
toNmax , then return to step (2). Here, cubic spline inter-
polation is not used in the maxima envelope, because it
will produce an upper or lower envelope phenomenon
which causes the offset of the extreme point position,
and the segmentation effect is affected.

(4) The first N maxima having the highest amplitude
among the maximum value Nmax are extracted, and the
midpoint of each adjacent maximum in the N maxima
is set to Lmid (i), i = 1, 2, · · ·,N − 1. The position of
Lmin(j), j = 1, 2, · · ·,N − 1 closest to the position
of Lmid (i) is taken as the Fourier spectrum division
point, 0 and π are the fixed division points in the
normalized Fourier spectrum. Therefore, the Fourier
spectral segmentation band is defined as:

Bound(l)

=


[0,Lmin(1)], l = 1
[Lmin(l − 1),Lmin(l)], l = 2, 3, · · ·,N − 1
[Lmin(N − 1), π], l = N

(10)
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FIGURE 3. The flow diagram of IEWT.

FIGURE 4. Fourier spectrum of different processing times and its division
position.

Note that the minimum value of the normalized spectrum
that has not been processed in the step (2) is used here because
the minimum value obtained after processing is essentially
the maximum value of the spectrum before processing.

The flow diagram of IEWT proposed in this paper is dis-
played in Figure 3.

Next, the spectrum of the above faulty bearing signal is
segmented by the proposed IEWT method. The three graphs
in Figure 4 are the spectral shapes connected 1∼3 times of
the maximum values in the original normalized Fourier spec-
trum and the boundaries respectively. The number of maxima
after each treatment is about 1/3 of that before processing.
Therefore, the number of maxima in the original Fourier
spectrum and the Fourier spectrum processed 1∼3 times

FIGURE 5. The waveform of mixed signal x(t) and its three constituent
components.

are: 825, 266, 89, 26 respectively. Compared Figure 2 with
Figure 4, it can be found that the Fourier spectrum is gradually
smoothed with the number of times of processing, and the
dominant frequency (maximum value) of each local position
in the spectrum is retained. As the number of processing
increases, the entire Fourier spectrum is gradually distributed
by the boundary, which makes the frequency band where
the dominant frequency of the local position is segmented.
The segmentation method proposed in this paper lays a good
foundation for subsequent signal analysis and processing.

C. SIMULATION SIGNAL ANALYSIS
To illustrate the superiority of IEWT to the existing EMD and
EWT methods, first, we construct a superimposed signal x(t)
as Eq. (11):

x(t) = x1(t)+ x2(t)+ x3(t), t ∈ [0, 1] (11)

where x1(t) = 3e(−0.3t) sin(30π t + 6π t2), x2(t) =

0.5 cos(80π t), x3(t) = (1 + 0.2 cos(6π t)) cos(140π t +
2 sin(6π t)), with sampling frequency Fs = 2048 and
the waveforms of the simulated signal x(t) and its three
constituent components x1(t), x2(t), x3(t), are displayed in
Figure 5.

First, the mixed signal constructed in Eq. (8) is decom-
posed using the IEWT method and the result is given in
Figure 6(a). It can be observed from the Figure 6(a) that
each mode is very consistent with the waveform of the orig-
inal signal, and the obtained components imf1, imf2, and
imf3 correspond to the original three signals x1(t), x2(t) and
x3(t), respectively. The IEWT decomposition method does
not exhibit mode aliasing, except that there is a slight error at
the endpoint of component imf2. For comparison, the mixed
signal also is decomposed using the EMD and EWT meth-
ods. The decomposition results of EMD and EWT are given
in Figure 6(b-c). We can observe from the Figure 6(b) that
the original signal x2(t) cannot be effectively decomposed
by EMD. The obtained components imf1, imf2 have mode
aliasing and are different from the original signals x3(t) and
x1(t). From the Figure 6(c) it can be found that x3(t) can be
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FIGURE 6. The results obtained by three decomposition methods of IEWT,
EMD and EWT.

effectively separated, but the signals x1(t) and x2(t) cannot
be separated by EWT. Therefore, the above analysis indicates
that the decomposition result of IEWT is better than that of
EWT and EMD.

The time-frequency distribution of the intrinsic compo-
nents obtained by the IEWT, EMD and EWT are presented
in Figure 7(a-c). It can be found from the Figure 7(a) that
the Hilbert-Huang spectrum obtained by the IEWT is clos-
est to the theoretical time-frequency distribution. From the

FIGURE 7. The time-frequency distribution of IEWT, EMD and EWT.

Figure 7(b), it can be observed that the time-frequency dis-
tribution obtained by EMD fluctuates greatly and the compo-
nent with a frequency of 40 Hz is not obvious. By analyzing
the Figure 7(c), it can be clearly observed that the low-
frequency portion of the time-frequency distribution obtained
by the EWT cannot be effectively distinguished and there is
a large fluctuation.

The Fourier spectrum of the mixed signal x(t) is segmented
by using IEWT and EWT, and the obtained boundaries are
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FIGURE 8. The spectral segmentation boundaries of IEWT and EWT.

given in Figure 8(a-b). By analyzing Figure 8(a), it can be
observed that the Fourier spectrum is effectively divided
into three frequency bands, which are corresponding to the
original signals of x1(t), x2(t) and x3(t). However, the first
and the second bands are not effectively separated by the
first boundary obtained in Figure 8(b). Simultaneously, the
high frequency part of the first band is split into the sec-
ond frequency band. From the decomposition result of the
Figure 6(c), we can find that the second half of the first
component has a lower amplitude, and the imf2 is more com-
plicated than the raw signal x2(t), because some information
of x1(t) is included in imf2.

III. REFINED COMPOSITE MULTISCALE DISPERSION
ENTROPY METHOD
The dispersion entropy algorithm is a powerful nonlinear
dynamic tool for measuring the irregularity of original vibra-
tion signals and it has the advantage of fast calculation speed
and has considered the relationship between the amplitudes,
but the information contained in the data cannot be fully
measured by the single-scale. Therefore, multi-scale analysis
based on coarse graining time series is applied to many fields
and performed to extract the fault features of different scales
of the signal. In this paper, RCMDE is used as a rolling bear-
ing fault feature representation tool. The calculation process
of RCMDE are shown as follows:

(1) For original signal u(i), i = 1, 2, · · ·,L with a data
length of L, the k-th coarse grained sequence for the
scale factor of τ can be given by Eq. (12)

xτk,j =
1
τ

k+jτ−1∑
i=k+τ (j−1)

ui, 1 ≤ j ≤
L
τ
, 1 ≤ k ≤ τ

(12)

(2) For each scale τ , RCMDE can be obtained from the
following formula:

RCMDE(X ,m, c, d, τ )

= −

cm∑
π=1

p(πv0v1···vm−1)ln(p(πv0v1···vm−1)) (13)

where m is the embedding dimension, usually obtains
a value of 2 or 3, c is the number of class, it obtains an
integer between 3 and 9, the time delay d is generally
taken as 1, and p(πv0v1···vm−1) = (1

/
τ )
∑τ

1 p
τ
k is the

average of the dispersion pattern πv0v1···vm−1 proba-
bilities of the coarse-grained sequence xτk defined in
Eq. (12).

The probability p(πv0v1···vm−1) of each dispersion pattern
πv0v1···vm−1 is:

p(πv0v1···vm−1) =
Number(πv0v1···vm−1)

J − (m− 1)d
(14)

where J = L
/
τ , the dispersion pattern πv0v1···vm−1 consists

of m numbers and each of which can be one of the integers
from 1 to c.
The lost information during the coarsening process of

MDE algorithm can be effectively improved by the refined
composite processing method of RCMDE, which has over-
come the shortcomings of the existing multi-scale entropy
method. According to the paper [25], the parameters of
RCMDE used in this paper are as follows: m = 3, c = 6,
d = 1.

IV. THE ROLLING BEARING FAULT DIAGNOSIS METHOD
BASED ON IEWT AND RCMDE
The flow diagram of the new diagnosis method for rolling
bearing proposed in this paper is displayed in Figure 9.

The specific implementation process of the fault diagnosis
method based on IEWT combining with RCMDE are listed
as follows:
(1) Assume that there are K -th types rolling bearing data

and Y1,Y2, · · · ,YK samples are collected for each type
of data. All samples of each class are decomposed using
IEWT and several components are obtained for each
sample.

(2) The RCMDE of each component obtained by IEWT
is computed and r features from each sample can be
obtained to form the feature matrix YK × r , where
r = λ × τmax , λ is the number of IMF components
obtained by IEWT decomposition, and τmax is the
largest scale factor in the RCMDE algorithm.

VOLUME 8, 2020 168737



J. Zheng et al.: IEWT and RCMDE-Based Fault Diagnosis Method for Rolling Bearing

FIGURE 9. Flow diagram of the fault diagnosis method.

(3) For each class, p samples are used as training and others
q = YK − p samples are used as testing samples.
Using MCFS to select the most important several fea-
ture elements that are most closely related to the fault
information in the initial feature sets with dimension
YK × r . The feature order obtained by MCFS are used
to select the sensitive testing samples.

(4) The sensitive features are input to the SVM for training,
and the testing sample sets are tested by the trained
classifier model.

V. EXPERIMENTAL DATA ANALYSIS OF ROLLING
BEARING
In this subsection, the new fault diagnosis method is applied
to the actual data analysis to illustrate the powerful availabil-
ity of the fault method proposed in the paper. Here, rolling
bearing experimental data [26] of the Case Western Reserve
University (CWRU) Bearing Data Center are used, and the
test stand used to collect data is presented in Figure 10.
The designation of the tested bearing is 6205-2RS JEM
SKF, a single point of failure on the bearing is seeded to
the inner and outer race, together with the rolling element.
The experimental conditions used were shown as follows:
load 3 hp, motor rotation speed 1730 r/min, and frequency
12 kHz. Considering the normal signal (labeled as Norm), and
rolling ball element (BE) fault, outer ring (OR) fault, inner
ring (IR) fault, where BE, OR and IR are selected for two
different diameters, and finally a total of 7 states are selected.
Each state contains 29 samples with a length of 4096 points
and thus a total of 203 samples are used. The bearing class
labels 1, 2, 3, 4, 5, 6, and 7 correspond to Norm, IR1, IR2,
BE1, BE2, OR1, and OR2, respectively. The fault diameter
of IR1, BE1, and OR1 is 0.1778mm, and the fault diameter
of IR2, BE2, and OR2 is 0.5334mm.

First, the above experimental data were analyzed by using
the proposed method. 29 samples of each class are decom-
posed using IEWT, where in IEWT the number of IMF λ is

FIGURE 10. The test stand of CWRU.

set as 9 and thus for each sample nine IMF components can
be obtained. Next, for each sample, the RCMDEs with scale
factor τmax = 15 of all nine IMF components are computed.
Thus, 135 (r = λ× τmax = 135) features can be obtained for
each sample. Each class of bearing data constitutes a feature
set with dimension 29×135. Also, we compute themean stan-
dard deviation of 15 scales RCMDE of each component and
the results are presented in Figure 11. From the perspective of
entropy deviation, the error of each type of fault is very small,
which indicates that the RCMDE obtained by IEWT is very
stable. From the point of view of discrimination, the result
of the proposed fault diagnosis method has a relatively high
degree of discrimination in most dimensions.

To verify the stability and high discrimination effect for
different fault class of the proposed method, first IEWT
is replaced by EMD and EWT methods to compute the
RCMDE. Similarly, we can obtain the mean standard devi-
ation of RCMDE based on EMD and EWT, where the min-
imum number of IMF components decomposed for each
sample using EMD and EWT also is set as 9 and the detection
method of EWT is ‘locmax’. The mean standard deviation
of RCMDE with 15 scales based on EMD and EWT of
each IMF component are shown in Figure 12(a-b). From
the point of view of discrimination, the RCMDE values of
each fault type in the dimensions of the first two IMFs of
are very close in the Figure 12(a), which makes it difficult
to distinguish fault class. From the perspective of entropy
deviation, it can be observed from the Figure 12(b) that the
Norm, IR1 and OR2 have large errors and poor stability.
From the Figure 11 and Figure 12(a-b), it can be seen that
the standard deviation of RCMDE based on IEWT is smaller
and the degree of discrimination is more obvious than the two
comparison methods.

Second, for each class, the number of training data is
15 samples and the remaining 14 ones are selected for testing.
Correspondingly, the training sample sets with dimension
15 × 135 are selected for each class and the other 14 × 135
ones are used as testing sample sets. UsingMCFS to learn the
training samples with the most important feature elements are
selected as sensitive features. The order of selected sensitive
features are used to select the sensitive testing samples. Here
the first nine sensitive features selected using MCFS are
selected from the 135 features to construct training data sets
with dimension 15 × 9 and the testing ones with dimension
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FIGURE 11. Mean standard deviation of RCMDE based on IEWT
decomposition.

FIGURE 12. Mean standard deviation of RCMDE based on EMD and EWT
decomposition.

14 × 9. The SVM is used to train the sensitive features of
training sample sets, where the kernel function type is set
to the default value of 2, which is the radial basis function
(RBF), and the value of kernel parameter used in experiment
is defaults. After the testing sample sets with dimension 14×9
are predicted by using the trained classifier and the predic-
tion results of all testing samples for the proposed diagnosis
method is shown in Figure 13. It can be observed that the
proposed method can effectively distinguish the 7 states of
bearings and the identification rate reaches 100%, which
illustrated the powerful effect of the new fault diagnosis
method.

FIGURE 13. The prediction results of RCMDE combining with IEWT.

TABLE 1. Comparison of identifying rate of the three methods.

For comparison purpose, the IEWTused in the newmethod
of rolling bearing fault diagnosis was replaced by EMD
and EWT and the parameter of EMD and EWT are set as
described above. Similar to the proposed diagnosis method,
next, for the initial fault features obtained by EMD and EWT
methods, sensitive features are selected by MCFS. Then the
selected fault sets are input to the SVM for training and test-
ing. For the EMD and EWT methods, the prediction results
are presented in Figure 14(a-b) respectively, and the obtained
identifying rates results are summarized in Table 1. It can
be found from the Figure 14(a) that there are 4 samples of
the 98 testing ones are misclassified by the RCMDE and
EMD method and the result of identification rate is 95.92%.
In Figure 14(b) there are 6 samples are incorrectly assigned
to other fault types by the RCMDE and EWT-based method
and the identification rate is 93.88%. The obtained identifica-
tion rates indicate that the IMF components decomposed by
IEWT are more conducive to fault identification than that of
EMD and EWT methods and the superiority of the proposed
new method also been demonstrated.

Next, to verify the effectiveness and superiority of RCMDE
in multiscale feature extraction, RCMDE is replaced by DE
and MDE with combing with MCFS and SVM in the pro-
posed method. That is, when using the IEWT method to
decompose all samples, the DE and MDE with 15 scales are
computed of all IMFs. The mean standard deviation of DEs
for all IMFs obtained using IEWT is shown in Figure 15, from
which it can be found that this method has a relatively large
error in the latter three components of the OR2, the standard
deviation of other bearing data is very small. Meanwhile,
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FIGURE 14. The prediction results of RCMDE combining with IEWT, EMD
and EWT.

FIGURE 15. Mean standard deviation of DE based on IEWT.

number of DEs are overlapped. Similarly, the mean standard
deviation of MDE based on IEWT are also computed and
shown in Figure 16, from Figure 11 and Figure 16 it can
be found that the results of MDE and RCMDE are very
consistent, but the standard deviations of MDE are greater
than that of RCMDE in some dimensions, which indicates
that RCMDE is more stable than MDE and the advantage of
RCMDE is verified.

Further, to demonstrate the necessity of MCFS in the
new diagnostic method, the original vibration signals are

FIGURE 16. Mean standard deviation of MDE based on IEWT.

FIGURE 17. Identification rates of different feature numbers for the four
methods.

TABLE 2. Comparison of identifying rate of the three methods without
using MCFS.

decomposed by IEWT, EMD and EWT respectively. Without
loss of generality, the RCMDE of the first two IMF com-
ponents are computed, i.e. 30 values obtained are directly
used as the sensitive faults and input to the SVM for training
and testing with the same training and testing data as the
proposed method. The identifying rates of RCMDE based
on IEWT, EMD and EWT are shown in Table 2. Through
the comparison of Table 1 and Table 2, it can be found
that the identifying rates of RCMDE based on EMD and
IEWT without using MCFS are lower than those methods
by using MCFS. The necessity of MCFS for feature selec-
tion was verified by the comparison results of identifying
rates.

Finally, the effect of different number of sensitive fault
features on the identification rate is studied. For the proposed
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TABLE 3. The features selected by MCFS in the IEWT+RCMDE method.

TABLE 4. The features selected by MCFS in the IEWT+MDE method.

TABLE 5. The features selected by MCFS in the EMD+RCMDE method.

TABLE 6. The features selected by MCFS in the EWT+RCMDE method.

method, the sensitive fault features with element numbers
ranging from 2 to 15 are selected for training and testing
by using MCFS. When 2 to 15 features are selected, the

corresponding identification rate of the IEWT (or EMD,
EWT) and RCMDE based fault diagnosis methods, together
with IEWT and MDE based method are shown in Figure 17,
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where the selected features byMCFS for the four methods are
shown in Tables. 3 to 6. It can be seen that the identification
rate of the new diagnosis method is higher than the other
three methods. The identification rate of the proposedmethod
in this paper reaches 100% when the number of selected
sensitive features more than 3 and which is higher than the
identification rate of IEWT andMDE based method when the
number of selected features is 3 and 4. The other twomethods
requiremore features to achieve a better identification. There-
fore, generally, we set the number of selected sensitive feature
more than 5. The above analysis shows that the superiority of
the new diagnosis method in actual bearing data compared
with the other three methods.

VI. CONCLUSION
The proposed IEWT method differs from EWT in that it
is based on the maxima envelope to overcome the limita-
tions of original EWT. Simultaneously, the analysis result
indicates that IEWT method is more reasonable for Fourier
spectral segmentation than the original EWT. The advantages
of IEWT to EWT and EMD is explained by the simulation
and actual data analysis. On this basis, a new fault diag-
nosis method based on IEWT, RCMDE, MCFS and SVM
for rolling bearing is proposed in this paper and applied
to experimental analysis of rolling bearing. Also IEWT is
compared with EMD and EWT by diagnosing experiment
data and the results indicate that the proposed method has
a better identification rate than EMD and EWT based ones.
Besides, the advantages of RCMDE relative to DE and MDE
is studied and the results show that RCMDE is outperform to
DE and MDE in extracting the fault information and is more
stable than MDE. Finally, we also investigated the necessity
of MCFS for feature selection, together with the influence of
set different sensitive fault features. In summary, the proposed
new fault diagnosis method is more conducive to fault iden-
tification than the other methods of comparison. However,
there are still some problems that need to be discussed, such
as how to adaptively set the number of IEWT and we will
study it in the future work.
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