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ABSTRACT The traditional image to enlarge algorithms include nearest neighbor interpolation, bilinear
interpolation and high-order interpolation. In order to achieve super-resolution reconstruction of images,
a new algorithm combining traditional algorithms and deep learning is proposed. The framework is divided
into two parts. Firstly, the deep reconstruction of the low-resolution data is performed by the ability of deep
learning to extract features automatically. Then, combining with the traditional interpolation reconstruction
results, the deep learning algorithm is used again for training and learning, and finally the high-resolution
reconstructed data is obtained. The algorithm is validated using an online public test data set. The results
show that the algorithm has a significant effect on the MSE (mean squared error) and PSNR (Peak
Signal to Noise Ratio). Compared with the traditional interpolation algorithm and the single deep learning
algorithm, the proposed algorithm has higher performance. Moreover, the proposed algorithm is perfect for
the reconstruction of the details, the outline is clear, and the high-quality image is obtained.

INDEX TERMS Interpolation, deep learning, super-resolution, reconstruction, MSE, PSNR.

I. INTRODUCTION
Super resolution reconstruction is to restore high resolution
images from low resolution images or image sequences. High
resolution image means that the image has more detailed
information and more exquisite picture quality, which has
important application value in the fields of high-definition
television, medical image, remote sensing satellite image, etc.
We enlarge the specific image to make the image still clear
and retain more details.

In the process of digital image acquisition, due to the influ-
ence of many factors such as atmospheric disturbance and
defocusing, the quality of the collected images will decline
to different degrees. In addition, the noise introduced in the
imaging processwill further aggravate the image degradation.
With the significant improvement of computer technology
and computer performance, people have higher requirements
for the image quality. However, due to the limitations of envi-
ronment and hardware, the quality of the collected images is
not as good as expected. This led to the idea of improving the
resolution of images by improving the hardware, software or
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environment. If the resolution of the image is improved by
improving the hardware, the cost will be very high. If the
resolution of the image is improved by improving the envi-
ronment, it is difficult to achieve in practice and may cause
greater losses. Therefore, software is usually used to improve
the resolution of images. The super resolution algorithm of
images is to generate corresponding high-resolution images
from known low-resolution images.

In the field of entertainment, many composite images are
used in the design of film and television works. In the med-
ical field, with the development of technology and medical
image engineering, many advanced imaging devices have
been applied in the medical field, which provides a vari-
ety of images for clinical diagnosis and further promotes
the progress of modern clinical technology. In the industrial
field, image processing technology can be used to classify
and identify industrial parts in some toxic environments.
In the field of earthquakes, the staff can analyze and process
seismic images, making it easier for translators to discover
and identify geological features and make timely and accu-
rate geological interpretations. Therefore, the research on
image processing technology has a very important practical
value.
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Traditional techniques of super resolution reconstruction
and amplification for images generally include interpolation-
based super-resolution reconstruction, reconstruction-based
super resolution reconstruction and learning-based super res-
olution reconstruction. Image amplification as a modern
image processing technology is playing an important role
in practical application. Meanwhile, it also has a lot of spe-
cial advantages especially in many multidisciplinary, such as
medical, aerospace, crime detection and image processing
software ‘‘PHOTOSHOP’’. It can be seen that the core goal
of image amplification is to obtain a better visual effect after
enlarging a digital image. However, image amplification is a
hot spot in image processing, and improving image quality is
the main goal of image amplification algorithms.

We will combine traditional interpolation algorithms with
the algorithm based on deep learning, propose a new kind
of super resolution reconstruction algorithm. The traditional
interpolation algorithm mainly includes the nearest neigh-
bor interpolation, linear interpolation and so on. Based on
the study of interpolation, the purpose of image zoom-
ing or improving the quality is achieved. Then the result of
traditional interpolation and initial reconstruction are com-
bined to train the deep learning. Finally, online public data
sets are used to validate the proposed algorithm.

Section II introduces some basic interpolation algo-
rithms and the research of super-resolution reconstruction.
Section III introduces the proposed algorithm. Section IV
is the experimental part, which verifies the effectiveness
of the proposed algorithm through different data sets.
Section V is the conclusion, which summarizes findings and
contributions.

II. RELATED WORK
A. SUPER RESOLUTION RECONSTRUCTION FOR IMAGES
BASED ON INTERPOLATION
By means of the values of several known points around a
certain point, as well as the position relations between the sur-
rounding points and the point, according to a certain formula,
the interpolation method is used to calculate the value of the
point. There are many interpolation methods. The common
interpolation algorithms are nearest neighbor interpolation,
bilinear interpolation, cubic interpolation and so on.

The nearest neighbor interpolation algorithm is the sim-
plest interpolation algorithm among several interpolation
algorithms [1]. The output pixel value is the pixel value of
the input image and its nearest sampling point. For example,
Figure 1 is the nearest interpolation effect diagram, where
the point A0 is mapped to A1 in set transformation. However,
since the point A1 is in the coordinate position of non-integer,
the pixel gray value cannot be extracted, so the gray value
of the nearest sampling point A2 can be approximated as the
gray value of A0.
In many image processing software, the nearest neighbor

interpolation algorithm is adopted to enlarge and transform
the image. It can be seen from the form that its calcula-
tion is simple, and the output effect is very good in many

FIGURE 1. Nearest neighbor interpolation effect.

cases, which can be accepted by most people, so this algo-
rithm is widely used in many commercial software. However,
the nearest neighbor interpolation algorithm can produce
so-called machining marks in the image.

Generally, digital image scaling refers to scaling a given
image in the same direction x and direction y to obtain a new
image, also known as full scale. If the scale of the amplifi-
cation is different in direction x and direction y, the scale of
the image will change the relative position between the pixels
of the original image, resulting in geometric deformation.
Suppose the point A0(x0, y0) in the original image is scaled
to scale, and in the new graph it is corresponding point
A1(x1, y1), then the coordinate relation between A0(x0, y0)
and A1(x1, y1) can be expressed as: x1y1

1

 =
 a 0 0
0 a 0
0 0 1

 x0y0
1

 (1)

In other words, its coordinates are transformed like the
following: 

(0, 0)→ (0, 0)
(0, 1)→ (0, 2)
(0, 2)→ (0, 4)
(0, 3)→ (0, 6)
(1, 0)→ (2, 0)

...

(3, 0)→ (6, 0)
(3, 1)→ (6, 2)
(3, 2)→ (6, 4)
(3, 3)→ (6, 6)


(2)

Bilinear interpolation is to use the pixel values of the four
adjacent points (g(0, 0), g(0, 1), g(1, 0), and g(1, 1) around
the original image p to perform linear interpolation in the two
directions of x and y, as shown in Figure 2.

The interpolation algorithm uses a piecewise linear func-
tion to approximate the contribution of the gray value of
the four adjacent points to the gray value of the inner
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FIGURE 2. Bilinear interpolation method.

interpolation point. The piecewise linear function is:

ω(t) =

{
1− |t|, 0 ≤ |t| ≤ 1
0, others

(3)

Suppose the interval between pixels in Figure 2 is 1, and
the projection of the distance from point p to pixel g(0, 0) in
the x and y directions is 1x and 1y, then the gray value of
interpolation points p is

Dp = [ω(1x)ω(1−1x)]
[
D00 D01
D10 D11

] [
ω(1y)

ω(1−1y)

]
(4)

where, Dij is the gray value of pixel g(i, j). Both bilinear
interpolation and cubic interpolation algorithms can get clear
target images by resampling according to scaling require-
ments, but the cubic interpolation algorithm has relatively
high complexity.

Jensen and Anastassiou [2] used some templates to detect
and fit edges to improve the visual appearance of super-
resolution results. Muresan et al. [3] have detected edges
in diagonal and off-diagonal directions and then generated
high-resolution images using one-dimensional polynomial
interpolation functions along the edge. Li and Orchard [4]
proposed an interpolation algorithm based on edge guid-
ance. Based on geometric duality, the local covariance
of high-resolution images was estimated by low-resolution
localization. The information can reflect the edge direction
information of the image, which can be used to guide the
interpolation of high resolution images. Hung and Siu [5]
proposed a weighted-based least squares estimation method,
which optimizes and improves the interpolation result by
the geometric similarity of pixels and the weight of bilateral
filters.

Dong et al. [6] and Zhang et al. [7] introduced the idea
of non-local means (NLM), extending the concept of local
regions to the entire image space, using these repetitive struc-
tures for non-local interpolation, and displaying when the
amplification is large. Wong and Siu [8] proposed a method
of adaptive orientational Windows selection (ADWS) for
the edge-guided interpolation algorithm by adopting a fixed
window and not completely analyzing the edge information.

By considering the directional ellipse window, the edge let-
ter is utilized. The suffocation finds the optimal window
as the sample point in the Wiener filter, thereby greatly
reducing the ringing effect present in the interpolated image.
Mishiba et al. [9] used an edge-based adaptive smoothing
filter based on the observation model to constrain the inter-
polated image with edge-oriented smoothness and fidelity to
the original low-resolution image data by solving the least
squares problem of constraints, get high resolution images.
Cascida et al. [10] further optimized the edge-directed inter-
polation algorithm by using adaptive anisotropic radial basis
functions.

Mallat and Yu [11] proposed a new idea of sparse mixed
estimation in 2010. This method innovatively proposes a
new adaptive estimator. The estimator is composed of a
series of linear inverse estimators and the mixing coefficient
of the estimator is calculated in the coefficient block. The
method introduces a fast-orthogonal tracking block matching
algorithm, which not only improves the efficiency but also
produces clearer high-resolution images. Zhou et al. [12]
proposed an interpolation algorithm based on surface fitting.
This algorithm uses multi-surface fitting to make full use of
spatial structure information. A curved surface is constructed
at each low resolution pixel and the least square algorithm
is used to minimize the fitting error. In the absence of any
priori, the interpolation algorithm based on surface fitting
can effectively reduce the stepped boundary phenomenon and
retain the details of the image. In general, the interpolation
algorithm is simple to implement, but the high-resolution
images it produces are not ideal. With the addition of edge
guidance and other algorithms, it is still not possible to esti-
mate the high frequency part of the high-resolution image,
and it is easy to make the image too smooth and even blur the
details and edges of the image.

B. SUPER RESOLUTION RECONSTRUCTION TECHNOLOGY
BASED ON DEEP LEARNING
Convolutional Neural Network (CNN) is a feedforward neu-
ral network, whose artificial neuron can respond to the
peripheral neurons in a partial coverage range and has excel-
lent performance in large image processing. At present,
it has become a research hotspot in many fields. CNN
is a network structure of weight sharing. Compared with
MLP (Multilayer Perceptron) [13], DBN (Deep Belief
Network) [14] and other neural networks, it has fewer
adjustable parameters and reduces the learning complex-
ity. When processing two-dimensional images, CNN has a
stable status for translation, tilt, zoom, or other forms of
deformation.

CNN can be traced back to decades ago [15]. Due to its suc-
cess in image classification [16] and [17], it has been widely
popular. They have also been successfully applied in other
computer vision fields, such as target detection [18], [19],
face recognition [20], pedestrian detection [21] and so on.
There are several important reasons for the progress: (1) pow-
erful GPU can achieve an effective training [17]; (2) the
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FIGURE 3. Structure diagram of the traditional CNN.

proposed modified linear element (Rectifier Linear Unit,
ReLU) [22] makes convergence faster. Figure 3 shows the
traditional CNN structure, which includes the input layer,
convolution layer, pooling layer, full connection layer and
output layer. CNN on regularization method of learning and
has made considerable progress, including ReLU, the number
of standardization (Batch Normalization, BN) and residual
learning.

Super-resolution reconstruction is an inverse problem.
For a low-resolution image, there may be many different
high-resolution images corresponding to it. Therefore, a
prior information is usually added to normalize the solu-
tion of high-resolution images. In the traditional method,
the information can be learned from several pairs of low-
high resolution images. Deep learning-based super-resolution
reconstruction directly learns the end-to-end mapping func-
tion from high-resolution image to high-resolution image
through neural network.

In the field of image reconstruction, learning-basedmethod
is a hotspot in recent years. The end-to-end nonlinear map-
ping between high and low resolution images is achieved
by learning. Chang et al proposed neighborhood embed-
ding method [23], [24], which solved learning parameters
through k adjacent values of low-resolution image blocks,
reducing the dependence on sample values in the recon-
struction process. Anchor neighborhood regression method
was proposed by Timofte et al. [25], which can effectively
reduce the complexity of the algorithm by calculating the
neighborhood of dictionary atoms. The sparse representation
proposed by Yang et al. [26] establishes complete dictio-
nary pairs for high and low resolution respectively, and then
obtains high-resolution image blocks through sparse expres-
sion coefficients in low-resolution dictionaries, forming fea-
ture mappings between images. Inspired by the end-to-end
mapping of sparse coding, Dong et al. [27] applied the 3-layer
neural network to directly learn the feature mapping between
high and low resolution, extracted the features successively
by CNN and carried out the linear mapping, and finally
carried out the high-resolution reconstruction. In addition,
in recent years, neural network models such as ARCNN [28],
residual neural network [29] and VDSR algorithm [30] based

FIGURE 4. Performance comparison of three kinds of algorithms.

on VGG network have achieved good reconstruction results,
but the disadvantages are large number of parameters and
high model complexity.

In order to solve these problems, we propose to combine
the traditional interpolation algorithm with the deep learning
theory, and use the simple three-layer CNN combining with
the interpolation algorithm to complete the super-resolution
reconstruction, and achieve an ideal effect.

III. METHOD
Combining with the idea of deep learning, we propose a
super-resolution reconstruction structure combining the inter-
polation algorithm and FCN (Fully Convolutional Neural
Network). The network directly learns the mapping between
low resolution and high resolution images end-to-end, no pre-
processing and post-processing. First, its structure is inten-
tionally simple, but it provides greater precision than the
most advanced instance-based methods. Figure 4 shows an
example comparison. Secondly, through appropriate filters
and layers, the image can be enlarged, and the image details
will be clearer. It still works on the CPU. As the number of
iterations increases, the PSNR of the deep learning algorithm
increases all the time, while the traditional method is not
changing.

The CNN we used has five layers:
the first layer is the input layer, and the size of the input

image is 200×300×3;
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FIGURE 5. Network structure diagram.

FIGURE 6. The combined network structure of interpolation and full convolutional neural network.

since the function we realized is image amplification,
we set the upper sampling layer as the second layer and
the sampling step size as 3 to realize image amplification
function;

the third layer is set as convolution layer, the size of con-
volution kernel is 9×9, and the number of convolution kernel
is 64;

the fourth layer is set as convolution layer, the size of
convolution kernel is 5×5, and the number of convolution
kernel is 32;

the fifth layer is set as the convolution layer, as the output
layer of the network. The size of convolution kernel is 5×5.
Since the training data of the network are color images,
the number of convolution kernel is 3, which is the three
channels of color image (R, G, B).

The proposed network structure is shown in Figure 5.
The end-to-end learning mapping functions require esti-

mating a range of network parameters. This is done by min-
imizing the loss between the reconstructed image f (x) and
the real corresponding real image g(x). Mean Squared Error
(MSE) is used as the loss function:

L(2) =
1
n

n∑
i=1

‖f (x)− g(x)‖2 (5)

where, n is the number of training samples, and the use of
MSE as a loss function is conducive to obtaining a high
Peak Signal to Noise Ratio (PSNR). PSNR is a widely

used quantitative index to evaluate image restoration quality,
which is at least partially related to perceived quality. It is
worth noting that the CNN does not exclude the use of
other types of loss functions, as long as the loss function is
differentiable. If a better loss function is given in the training
process, then the network can flexibly adapt to this measure.
In contrast, with traditional manual methods, this flexibility
is often difficult to achieve.

We use the Adam (Adaptive Moment Estimation) mini-
mization reconstruction loss function, which automatically
adjusts the learning rate and converges faster and performs
better in complex networks. In order to improve the effect of
super resolution reconstruction, we combine the traditional
interpolation algorithm with the full convolution method, and
propose the network structure shown in Figure 6.

Our proposed network consists of two parts. In order to
reduce the data dimension and reduce the influence of redun-
dant features, the traditional CNN structure sets a pooling
layer after the convolution layer to reduce the data dimension
and improve the speed of model training. In our method,
we do not set the pooling layer in each structure. Although
the pooling layer reduces the dimension, it also removes some
features, which may affect the final results.

The network structure we designed is shown in Figure 6.
The network consists of two inputs, one for low-resolution
image and the other for interpolation. The network first sam-
ples low-resolution images, then extracts features through the
convolution layer, then combines the output and interpolation
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results, and then extracts features by the convolution layer.
Finally, the output is high resolution and enlarged image. The
first part is the initial super-resolution reconstruction with the
same structure as Figure 5. The second part combines interpo-
lation output with network output. As the output of the second
network structure, this part includes three convolution layers:

the size of convolution kernel is 9×9, and the number of
convolution kernel is 64.

the size of convolution kernel is 5×5, and the number of
convolution kernel is 32;

the size of convolution kernel is 5×5, and the number of
convolution kernel is 3. This layer serves as the output of the
whole network.

Loss function: we set two MSE as loss functions to opti-
mize the network structure together.

L(2) =
1
n

n∑
i=1

‖f 1(x)− g(x)‖2 +
1
n

n∑
i=1

‖f (x)− g(x)‖2 (6)

where, f 1(x) is the output result of the first part.

IV. EXPERIMENTAL
The experimental platform is PyCharm, using keras and
TensorFlow port, the computer is configured as Inter(R)
Core(TM) i7-8750H @2.20GHz, 16GB memory, Nvidia
GeForce GTX 1070 GPU, using 64 bit Win10.

Our data sets come from public databases and online down-
loads. Four data sets were selected to test the proposedmodel,
namely the Berkeley Segmentation Dataset (BSDS), Ima-
geNet Dataset, BrainWeb, andMiddlebury Dataset [31], [32].
Among them, BSDS data set is mainly used for image seg-
mentation and boundary detection, and is often used for
image resolution reconstruction, which is characterized by
obvious edge features and less noise. In this experiment,
200 and 91 images of different scenes were randomly selected
from BSDS and ImageNet to form the 291 image samples
required for this experiment. A total of 1, 778 images were
obtained using publicly available data downloaded from the
Internet. In order to utilize unified analysis, we set the image
size uniformly to 300×300×3, and then reduced the image
size by three times to (100×200×3) as the input image. The
original image is the real label image. In terms of preprocess-
ing, we normalize the image pixels to between (0, 1). 1500 of
the 1778 images were used as training set, and the remaining
278 images were used as test images. Figure 7 shows the
randomly selected input and real images.

We used five kinds of algorithms for image amplifica-
tion, namely nearest neighbor interpolation algorithm, bicu-
bic interpolation algorithm, FCN algorithm, FCN + nearest
neighbor interpolation, FCN + bicubic interpolation.

We analyze the five algorithms from objective and sub-
jective aspects. In terms of subjective evaluation, we directly
evaluate the effectiveness of the algorithm based on the visual
effect after processing. In terms of objective evaluation, MSE
and PSNR were used as evaluation indexes to objectively
evaluate the method.

FIGURE 7. A, B, C and D are the real images, while a, b, c and d are the
images reduced by three times.

FIGURE 8. The learning process of MSE.

Evaluation criteria: in this paper, the PSNR and MSE were
selected as objective evaluation indexes for reconstruction
quality. PSNR value can measure the error between pixels of
corresponding points, and the computed results are related to
the MSE. The larger the value of PSNR is, the smaller the
distortion is. If the size of X and Y of the two comparison
images input are both H×W, then:

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(X (i, j)− Y (i, j))2 (7)

PSNR = 10 log10(
(2n − 1)2

MSE
) (8)

where, X (i, j) is the pixel value of row i and column j of the
input image; Y (i, j) is the pixel value of row I and column j
of the reference image; H and W are the height and width of
the image.

As shown in Figure 8, the learning process of the loss
function in the training process is presented.With the increase
of the number of iterations,MSE keeps decreasing and finally
tends to be flat.

Experiment 1: nearest neighbor interpolation algorithm.
We first processed the test set with the nearest neigh-

bor interpolation algorithm, and the experimental results are
shown in Figure 9, and MSE and PSNR are shown in Table 1.

It can be seen from Figure 9 that recently interpolation, as a
traditional super-resolution reconstruction method, does not
maintain the image details very well, and the main details are
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FIGURE 9. A1 and B1 are input images, A2 and B2 are real images,
A3 and B3 are enlarged images.

TABLE 1. MSE and PSNR of nearest neighbor algorithm.

FIGURE 10. A1 and B1 are input images, A2 and B2 are real images,
A3 and B3 are enlarged images.

blurred. It can be seen from Table 1 that the PSNR of the two
images is low and the processing effect is not very ideal.

Experiment 2: bicubic interpolation algorithm.
The experimental results are shown in Figure 10, and MSE

and PSNR are shown in Table 2.
Comparing experiment 2 with experiment 1, it can be

seen from Figure 10 that the blurring phenomenon is greatly
reduced, the PSNR is improved, and the MSE is reduced.
However, the blurring phenomenon still exists in the image.

TABLE 2. MSE and PSNR of Bicubic interpolation algorithm.

FIGURE 11. A1 and B1 are input images, A2 and B2 are real images,
A3 and B3 are enlarged images.

TABLE 3. MSE and PSNR of deep learning algorithm.

TABLE 4. MSE and PSNR of FCN+ nearest neighbor algorithm

Experiment 3: super resolution reconstruction algorithm
based on FCN.

Experimental results are shown in Figure 11, andMSE and
PSNR are shown in Table 3.

We compare the experimental results of deep learning
algorithm with those of experiment 1 and experiment 2. The
MSE and PSNR of two images are improved, which proves
the deep learning algorithm has the ability to obtain the
super-resolution reconstruction. Meanwhile, the deep learn-
ing algorithm can achieve obvious effects than the traditional
interpolation algorithm. Intuitively, it can be seen that deep
learning approach to image details remain relatively perfect.

Experiment 4: FCN and nearest neighbor algorithm are
combined.

Experimental results are shown in Figure 12. MSE and
PSNR are shown in Table 4.
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FIGURE 12. A1 and B1 are input images, A2 and B2 are real images,
A3 and B3 are enlarged images.

FIGURE 13. A1 and B1 are input images, A2 and B2 are real images,
A3 and B3 are enlarged images.

TABLE 5. MSE and PSNR of FCN + Bicubic interpolation algorithm.

In this experiment, we combined the deep learning algo-
rithm with the nearest neighbor interpolation algorithm to
improve the super-resolution capability of the combination.
The experimental results show that MSE and PSNR are
improved after the combination with the nearest neighbor,
and the effect is obvious, which can demonstrate the effec-
tiveness of our proposed algorithm.

Experiment 5: FCN was combined with the bicubic inter-
polation algorithm.

Experimental results were shown in Figure 13. MSE and
PSNR were shown in Table 5.

FIGURE 14. comparison of experimental results. A1 is input image,
A2 real enlarged image, A3 nearest neighbor interpolation algorithm,
A4 bicubic interpolation algorithm, A5 deep learning algorithm, A6 deep
learning and nearest neighbor interpolation algorithm, A7 deep learning
and bicubic interpolation algorithm.

FIGURE 15. comparison of experimental results. B1 is input image,
B2 real enlarged image, B3 nearest neighbor interpolation algorithm,
B4 bicubic interpolation algorithm, B5 deep learning algorithm, B6 deep
learning and nearest neighbor interpolation algorithm, B7 deep learning
and bicubic interpolation algorithm.

TABLE 6. Comparison of experimental results.

In order to further illustrate the proposed algorithm for
super resolution reconstruction has significant improvement,
we combine the deep learning algorithm with the bicubic
interpolation algorithm.

It can be seen from Table 5, PSNR of the second image
has reached 27.6535dB. Compared with experiments 1-4,
the results obtained by this algorithm will be better in MSE
and PSNR.

In order to clearly illustrate the algorithm we pro-
posed, we randomly selected two images and compared the
effects of five algorithms. Experimental results are shown in
Figures 14 and 15. MSE and PSNR are shown in Table 6.
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FIGURE 16. Medical image results, A1, B1 of the input image, A2, B2 is a
real image, A3, B3 are the nearest neighbor interpolation results, A4,
B4 are the enlarged results of the proposed algorithm.

As can be seen from Figures 14 and 15, A7 and B7 almost
achieve the effect of real images. It can be seen from Table 6,
no matter in MSE and PSNR, the proposed algorithm is the
best. Therefore, the presented algorithm not only on the final
quality reconstruction effect best, under the same number
of iterations, also can get a better effect of super-resolution
reconstruction. Compared with other algorithms, the pro-
posed neural network model can recover more image details
and has higher evaluation indexes. It can be explained that our
proposed method provides a new idea for super resolution.

Experiment 6: To verify the validity of the proposed algo-
rithm in medical field, we used MRI images of the brain to
verify the effect. The dataset come from BrainWeb simulates
brain datasets. There is 3D simulated MRI image as test data.
This set of data consists of a multi-level real-time simulated
MRI image of intensity non-uniformity and noise [31].

In the medical field, some acquired images are limited in
size. For some older doctors, the images are too small and the
resolution is low, so that useful details cannot be grasped in
time. For the medical field, it is very important to enlarge the
image without distortion.

We will amplify the image about four times, the original
image is reduced as four times as the input low resolution
image. In order to reduce the redundancy of the experiment,
we did not use the above five algorithms to process the
medical image, but the most appropriate method of the above
fivemethods. From the above effect of natural image process-
ing, the proposed method achieves a very ideal effect. The
proposed method is applied to MRI images. Among the five
methods mentioned above, the nearest neighbor interpolation
method is mainly used in medical image processing. There-
fore, we use the nearest neighbor method and deep learning
combined with the nearest neighbor method in medical image
processing. We randomly selected processed image shown
in Figure 16.

We can see from the experimental results, the proposed
algorithm can achieve amplification function of the image,
and the details remain relatively intact, while the nearest

TABLE 7. Comparison of experimental results.

neighbor interpolation method makes images appear fuzzy,
very poor.

To further verify the effectiveness of the algorithm, we per-
form statistics on MSE and PSNR, as shown in Table 7.

From Table 7, we can find that the proposed algorithm
is better than the traditional interpolation algorithm in both
MSE and PSNR, which lays a foundation for providing high-
quality magnified images for medical diagnosis in the future.

V. CONCLUSION AND DISCUSSION
In order to obtain better reconstruction effect, the model of
FCN in this paper introduces the traditional interpolation
method into the network to speed up the convergence speed
and improve the reconstruction quality while reducing the
network parameters. The algorithm proposed in this paper
does not need to carry out interpolation and amplification
and other preprocessing operations for low-resolution images
to be reconstructed before input, and the network can learn
more detailed features of images by using deconvolution
to complete up-sampling. Compared with other algorithms,
the experimental results show that this algorithm is advanced
and effective. In the future research, we can try to conduct
further research on such aspects as reducing model parame-
ters and improving portability while ensuring the reconstruc-
tion quality, in order to realize the reconstruction task on
the embedded system with limited memory but fast running
speed.

In the next stage, we will expand the training samples,
improve the network structure, increase the network depth,
and make full use of GPU to reduce the training time and
improve the effect.
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