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ABSTRACT As an important part of emotion research, facial expression recognition is a necessary condition
for intelligent interaction between human and machine, which has an important research significance and a
potential commercial value. Convolutional neural network (CNN) is an effective method to recognize facial
emotions, which can perform feature extraction and classification simultaneously, and can automatically
discover multiple levels of representations in data. Due to the fact that there are millions of parameters
involved in training the convolutional neural network model, and there is a large demand for marked samples,
transfer learning is often used to fine-tune the pre-trained model for a small target sample set. However,
there are often some content differences between data sets during deep transfer learning, which will affect
the recognition ability of feature extraction. In order to improve the facial expression recognition ability in
transfer learning, a hybrid transfer learning model based on an improved convolution restricted boltzmann
machine (CRBM) model and a CNN model is proposed in this paper. This method is fused by two learning
abilities of these twomodels.When the pre-trained CNNmodel is transferred to a small target set, the CRBM
is used to replace the full connection layer in the CNNmodel, and the CRBM layer and the sofmax layer will
be retrained on the target set. The addedCRBM layer can not only fully connects all featuremaps, but can also
learn about the unique statistical characteristics about the target set, which eliminates the influence of content
differences between data sets, and extracts higher-order statistical features of facial expression images from
the target set. The proposed method is evaluated based on four publicly available facial expression databases:
JAFFE, FER2013, SFEW and RAF-DB. The new method can achieve better performance than most state-
of-the-art methods, and it can effectively prevent the negative influence of transfer learning features between
different data sets.

INDEX TERMS Facial expression recognition, convolutional neural network, convolution restricted Boltz-
mann machine, transfer learning.

I. INTRODUCTION
Facial expression recognition plays a central role in human-
computer interaction. In a basic communication course, 55%
of the information is conveyed by different facial expressions,
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voice constitutes 38% of the information, and language
only constitutes 7% of the communication information [1],
therefore facial expression recognition has attracted much
attention in recent years [2], and it has many important appli-
cations such as remote education, safety, medicine, psychol-
ogy and human-robot interaction systems. Although great
progress has been made [3], it is difficult to acquire a facial
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expression recognition system with a satisfactory accuracy
rate due to a variety of complex external conditions such
as: head pose, image resolution, deformations, and illumi-
nation variations. Hence, facial expression analysis is still
a challenging work. Generally, facial expression recognition
is composed of three steps: preprocessing, feature extrac-
tion and classification. Feature extraction is a key step in
the whole recognition work, and the feature that we expect
should minimize the distance of within-class variations of
expression while maximizing the distance of between-class
variations [4]. If features are inadequate, even the best
classifier would fail to achieve good performance. Among
machine learning algorithms, features are extracted by hand,
such as local binary patterns (LBPs) [5], Gabor [6], local
Gabor binary patterns (LGBPs) [7], scale invariant feature
transforms (SIFTs) [8], and histograms of oriented gradient
(HOG). After feature extraction, the classification method
should be applied to perform facial expression recognition,
such as SVM, random forest, sparse coding, neural network,
etc. Although these methods have achieved great success in
specific fields, most methods can only obtain the low-level
features, and can’t obtain the high-level semantics.

To cope with the above disadvantages, deep learning meth-
ods [9] are considered, especially the emergence of convolu-
tional neural networks [10]. Convolutional neural network is
a very effective method to recognize facial emotions. They
can perform the feature extraction and classification process
simultaneously [11], and can automatically discover multi-
ple levels of representations from data. This is why they
succeed in breaking the most world records in recognition
tasks. The structures of early convolutional neural networks
are relatively simple. With the development of the relative
research, the structure of convolutional neural network has
been continuously optimized and its application fields have
been extended. In recent years, the research on the structure
of convolutional neural network is still very hot, and some
network structures with excellent performance have been
proposed. The research results of the convolutional neural
network in various fields make it one of the most concerned
research hotspots.

Ali Mollahosseini1 et al. [12] proposed a deep neural
network architecture to address the facial expression recog-
nition (FER) problem, and verified the proposed structure
through multiple standard face datasets, viz. MultiPIE, MMI,
CK+, DISFA, FERA, SFEW, and FER2013. Guihua Wen
et al. [13] proposed a method for facial expression recog-
nition by integrating many convolutional neural networks
with probability-based fusion. Yu [14] proposed a method
based on the ensemble of three state-of-the-art face detectors.
Jung et al. [15] proposed a new CNN method based on two
different models. The first deep network model can extract
temporal appearance features from image sequences, while
the other can extract temporal geometry features from tem-
poral facial landmark points.

Although the CNN model has many advantages over
the traditional machine learning algorithm for the facial

expression recognition task, a large number of labeled sam-
ples are need for training the CNN model, which requires a
lot of manpower and energy in reality. The above problem
has been solved with the coming of transfer learning [16],
which can take a CNN model that trained by a big data set as
a feature extractor of the bottom or middle layer of the target
set, and the last few layers were modified as the adaptive
layer. In the training process, the transfer learning algorithm
realizes a direct application of the pre-training model on a
small sample set.

Choi et al. [17] presented a transfer learning approach for
music classification and regression tasks. The convnet feature
outperforms the baseline MFCC feature in all the considered
tasks and several previous approaches that are aggregating
MFCCs as well as low- and high-level music features. Phillip
M et al. [18] evaluated transfer learning with deep convo-
lutional neural networks for the classification of abdominal
ultrasound images. HaijunLei [19] proposed a framework
based on a very deep supervised residual network (DSRN)
to classify HEp-2 cell images, and developed a cross-modal
transfer learning strategy. They pre-trained ICPR2012 dataset
to fine-tune ICPR2016 dataset based on the DSRN model
since both datasets are similar.

Although the transfer learning algorithm solves the fit-
ting problem of small samples in training one CNN model,
the ability of the feature recognition will reduce because
the content differences between the two data sets. In order
to solve the above problems, this paper proposes a hybrid
transfer learning model based on an improved Convolutional
restricted Boltzmann machine (CRBM) and a CNN model.
When the trained CNN model is transferred to the target
set, the full connection layer of the traditional convolutional
neural network model will be taken as the CRBM model.

The paper is arranged as follows: After this introduction,
Section 2 presents the detailed structure of the CNN model.
Section 3 focuses on the introduction of the traditional deep
transfer learning algorithm. Section 4 presents the detailed
structure of the CRBM model. Section 5 focuses on the new
hybrid deep transfer learning method. Section 6 presents the
experiments and its results. Finally, Section 7 summarizes and
concludes this paper.

II. CONVOLUTIONAL NEURAL NETWORK
Convolutional neural network is a non-fully connected multi-
layer neural network, which is generally composed of convo-
lution layer (Conv), down-sampling layer (or pooling layer)
and full-connection layer (FC). Firstly, the raw image is
convoluted by several filters on the convolution layer, which
can get several feature maps. Then the feature is blurred
by the down-sampling layer. Finally, a set of eigenvectors
is get through a full connection layer. The architecture of
convolutional neural network is shown in figure 1.

A. CONVOLUTIONAL NEURAL NETWORK
In convolutional layer, multiple convolutional kernels fk with
a kernel size n * m applied to the input x in order to calculate
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FIGURE 1. The basic structure of a convolutional neural network model.

a more rich and diverse representation of the input. It is not
sufficient to have only one convolution kernel for feature
extraction, hence multiple convolution kernels can be used in
this step. If there are 50 convolution kernels, 50 features will
be learned correspondingly. No matter how many channels
there are in the input image, the total number of channels
in the output image is equal to the number of convolution
kernels.

B. POOLING LAYER
The main function of the pooling layer is to lower sampling,
and further to reduce the number of parameters by removing
unimportant samples in feature map. A large image can be
downsized by the pooling layer, as well as can retain many
important information. There are many methods for pooling
operation: max pooling, mean pooling and etc, whereas max
pooling is the most commonly used method. In fact, max
pooling is to take the maximum value of n * n samples as
the sample value.

C. ACTIVATION FUNCTION
In the process of facial expression classification based on con-
volutional neural network, the selection of activation function
plays a great role in the whole system, which is mainly used to
introduce nonlinear factors. The sigmoid function, tanh func-
tion and rule function are commonly used. And it turns out,
the sigmoid function has a matter of disappearing gradients,
and its calculation is expensive. When the sigmoid function
approaches 0 or 1, the gradient approaches 0. Neurons with
output values close to 0 or 1 will reach saturation state, there-
fore the weights of these neurons will not be updated, and
the weights of neurons adjacent to such neurons also update
slowly.When there aremany neurons in this situation, the net-
work will be unable to carry out the back propagation. Tanh
function is an updated version of the sigmoid function on the
range, and the disadvantage is also the gradient disappearance
problem. ReLu function is more efficient than most other
activation functions. It has a relatively cheap computation,
because no exponential function has to be calculated. This
function also can prevent the vanishing gradient error, since
the gradients are linear functions or zero but in no case non-
linear functions.

D. FULLY CONNECTED LAYER
The fully connected layer connects all neurons of the prior
layer to every neuron of its own layer.

III. THE TRANSFER LEARNING BASED ON DEEP
CONVOLUTIONAL NEURAL NETWORK
Under the traditional machine learning framework, the learn-
ing task is to learn a classification model based on the given
sufficient training samples, and then use the learned classi-
fication model to classify and predict the test samples. This
learning process needs to be supported by a large number of
labeled training samples. However, a large number of training
data is very difficult to obtain in reality, because labeling
training samples and test samples require a large amount
of manpower and material resources. The transfer learning
method allows transfer the existing knowledge to solve the
learning problem of the target field with only a small number
of labeled sample data, which can be seen in figure 2.

Transfer learning can be defined as: Given a source domain
Ds and Learning task Ts, a target domain DT and Learning
task TT . The purpose of transfer learning is to use the existing
knowledge in Ds and Ts to improve the learning ability of
prediction function fT (·) in the target domain DT
The transfer learning based on the deep convolutional neu-

ral network means that the pre-trained deep CNN model is
re-trained on the data set of the new target task. This process
can also be called network fine-tuning. In the network model
that pre-trained by large-scale image data set, the hierarchical
structure before the classifier is used as a general feature
extractor, and the test images input into the CNN model will
generate a depth feature vector, which has a strong general-
ization ability.

IV. THE INTRODUCTION AND IMPROVEMENT OF THE
CONVOLUTIONAL RESTRICTED BOLTZMANN MACHINE
RBM [20] is a statistical neural network model based on
probability, and its structure has two layers, which meet the
full connection between layers and no connection within lay-
ers. RBM can encode the original m-dimensional input data
and transform them into n-dimensional output data, which
is another deep expression feature of original m-dimension
data. This form is a nonlinear structure, and it can effectively
extract features and obviously improve the recognition ability
of the network. Figure 3 shows the general structure of RBM.

According to figure 3, the energy function can be defined:
E(v, h) = −

∑N
i=1 vibi −

∑N
i=1 hjcj−

∑N
i=1

∑M
j=1Wijvihi

In which N represents the number of visible layers, and the
status is v, M stands for the number of hidden layers, and
the status is h. cj represents the jth bias value, vi is the state of
the ith visible unit, hj stands for the state of the jth hidden unit.
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FIGURE 2. The flow charts of two different learning methods:the left is the traditional machine learning method, the right
is the transfer learning algorithm.

FIGURE 3. The structure of RBM.

Wij is the weight value of the connection between the visible
layer vi and the hidden layer hj.
RBM model has been widely used in many machine

learning fields such as data dimensionality reduction, speech
recognition and image processing due to its simple artifi-
cial neural network structure and fast learning algorithm.
At present, the image processing methods based on RBM
usually adopt two ways to construct the model: one is directly
making each pixel in the image to correspond to a visible unit;
the other is using multiple features of vectorization as visible
elements.

The disadvantages of these two methods are as follows:
(1) The model can only process small images, and it is
difficult to process large images; (2)The selected features are
greatly influenced by personal experience, which has poor
flexibility; (3) The image is generally high dimensional, and
the calculation of the algorithm should be simple, which is
the opposite of RBM; (4) The useful objects are distributed
locally in the image, and the feature representation is required
to be invariant to the local transformation of the input.

To solve these problems, Lee et al. proposed the Convolu-
tion Ronstrained Boltzmann Machine (CRBM) model [21].
introduced. CRBM is a hierarchical generation model with
translation invariance that combines CNN model with RBM
model, which supports the probabilistic inference of top down
and bottom up, and the probability maximum pooling method
is used for dimension reduction and regularization operations.

CRBM model effectively uses the convolution kernel, there-
fore it has better performance in image processing tasks. The
features learned from the CRBM model will reflect the real
information of the images more objectively, and improve the
accuracy of image classification.

CRBM is a new breakthrough of RBM. It takes the advan-
tage of weight sharing between filters and the image convolu-
tion operation to reduce the parameters of the model. Firstly,
image features are extracted through convolution operation,
and then features are further extracted features with transla-
tional invariance through probability maximum summation
operation.

CRBM is very similar to RBM, and this model consists
of three layers: visible layer, hidden layer, and pooling layer.
Figure 4 shows the general CRBM structure and the detailed
operation process. Suppose that the visible layer of CRBM is
the binary matrix V of Nv × Nv, and contain K convolution
kernels of NW × NW . The hidden layer is composed of K
feature mapping surfaces with the size of Nh × Nh, and
there are Nh2K neurons in the hidden layer. Each binary
array Nh × Nh is connected to a convolution kernel of size
NW × NW (NW , Nv − Nh + 1). Weights are shared in
cells of the same sub-hidden layer. b and c are shared biases
in sub-hidden layers and the visible layer, respectively. vij
represents the input value of the i visible layer unit and the
j hidden layer unit. hk represents the k sub-hidden layer, and
hkij represents the value of the i visible layer and the value
of the j unit in the k sub-hidden layer. W k represents the
convolution kernel of the k hidden unit, and bk is its bias. Fig-
ure 4 shows the CRBMmodel. The following energy function
of CRBM can be defined: E(v, h) = −

∑K
k=1 h

k (W k
∗ v) −∑K

k=1 bk
∑

i,j hij
k
− c

∑
i,j vij. Where ‘*’ stands for the con-

volution operation.
CRBM uses conditional probability distribution for sam-

pling, and the function of the conditional probability can be
defined as:

P(H k
ij = 1 |V , θ ) = σ ((w

′k
· v)ij + bk ) (1)

P(hkij = 1 |H , θ ) = σ ((wk ∗ hk )ij + α) (2)
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FIGURE 4. CRBM model. (a) The general CRBM structure; (b) The
mathematical process from the visible layer to the hidden layer; (c) The
convolution operation in the visible layer of CRBM model.

Among them: σ (x) = 1
1+exp(−x)

Each group of pooling layers has NP × NP binary units.
For each dimension, the hidden layer is divided into blocks
of size C × C (Np = Nh/C), where C is the size of the
sampling block,and its value is generally 2 or 3. Each block
a is connected to one binary unit pka in the pooling layer The
maximum probability pool is a layer that used to dimension
reduce and regularized operation in this paper. In conclusion,
the conditional probability of CRBM model with maximum
probability pool can be defined as follows:

P(H k
ij = 1 |V , θ ) =

exp(I (H k
i,j))∑

(i′,j′)∈Ba exp(I (H
k
i′,j′ ))

(3)

P(pka = 0 |V , θ ) =
1

1+
∑

((i′,j′))∈Ba exp(I (H
k
(i′,j′)))

(4)

where, I (H k
i,j) , bk + (w′k ∗ v)ij

Contrastive Divergence (CD) algorithm [22], which was
proposed byHinton, is used to train the CRBMmodel. Firstly,
the output of the visible layer is obtained through K con-
volution kernels of size NW × NW , and then the activation
probability of neurons in the hidden layer is calculated by
the methods of equations (1) and (3). Next, select the point
with the highest probability in a 3 × 3 region to form the

pooling layer. Finally, equation (2) is used to reconstruct
the visible layer, and calculate the reconstruction error and
gradient value for updating the model parameters. Repeat this
process until the model is basically stable.

A. THE IMPROVED CRBM MODEL
As can be seen from figure 4, only the posterior activation
probability of the middle non-shaded region can be obtained
from the equation (2). Aiming at the reconstruction of the vis-
ible elements in the CRBM model, an improved method has
been proposed to carry out zero filling operation on the edge
in order to include the edge region into the middle region and
make the results more accurate. Suppose that vb is the original
edge area, which is changed as a new intermediate region. The
new edge area is vb

′

. The maximum likelihood probability
is changed into the maximum likelihood probability of the
intermediate region. The training objective of the improved
model is as follows:

Ft arg et = max(
∑

V
log p(Vm′

∣∣∣V b′ )− PE )

Vm′ refers to reconstruction values in the middle region of
the new image, and the size is the original image size, which
avoids the defect that the non-intermediate region of the
image cannot be directly calculated by formula (2). vb

′

stands
for the non-intermediate part of the new image, which is made
up 0. Vm′

∣∣∣V b′ refers to vb
′

remains the same.−PE stands for
minimizing the cross entropy sparse penalty factor.

V. THE NEW HYBRID TRANSFER LEARNING METHOD
BASED ON A CNN MODEL AND THE IMPROVED CRBM
MODEL
Transfer learning refers to transferring the trained CNN
model to other similar data sets, and relearns the important
features of the target set. Although the deep convolu-
tional neural network model based on transfer learning
can be directly used to extract features of a small tar-
get data set by fine-tuning the pre-trained model with
very little training time, the recognition ability of the
extracted features is affected in the transfer learning process
due to the content differences between data sets. CRBM
has a strong unsupervised characteristic learning ability.
By learning complex rules of the input data, the statisti-
cal features with a high recognition ability of images are
reconstructed.

In order to solve the negative influence brought by the tra-
ditional transfer learning method, a hybrid migration model
based on CNN and CRBM is proposed in this paper in view
of the advantages of CRBM. In order to solve the influence
of negative migration in the process of deep transfer learning,
in view of the advantages of CRBM, a hybrid transfer model
based on CNN and CRBM is proposed in this paper. When
the CNN model is transferred to the target set, the CRBM
model is fused with the original pre-trained CNNmodel. The
structure of the new hybrid deep transfer learning model is
shown in figure 5.

VOLUME 7, 2019 184603



Y. Wang et al.: Application of a Hybrid Transfer Algorithm Based on a CNN Model and an Improved CRBM Model in FER

FIGURE 5. The new hybrid transfer learning model. The part of the red dotted line is the DCNN model that the full connection layer
and the softmax layer have been removed. The output of the module in the region of the red dotted line is directly connected to
the improved CRBM model in the first transfer learning stage for acquiring more favorable features for target classification.

A. THE PRE-TRAINING OF CONVOLUTIONAL NEURAL
NETWORK
The training of the convolutional neural network model
includes two steps: forward propagation and back parameter
adjustment. In the training process, x l−1 is the input feature
vector of the current layer. x l is the output feature vector.
In this layer. The weight and the bias of the convolution filter
are wl and bl respectively, and then the input feature of each
layer are as follows:

x l = f (ul)

ul = wlx l−1 + bl (5)

Generally, f (·) is sigmoid function. Suppose m is the label
number of the sample set.
{(x(1), y(1)), (x(2), y(2)), . . . , (x(m), y(m))} stands for the

whole sample set, where (x(i), y(i)) represents n dimensional
input vector of one label. The overall cost function of the
convolutional neural network model is:

J (w, b)=
1
m

m∑
i=1

(
1
2

∥∥∥hw,b (x(i)−y(i)∥∥∥) 2)+ λ2
nl−1∑
l=1

sl∑
i=1

nl+1∑
j=1

(w(l)
ji )

2

where, λ stands for weight attenuation parameter; nl is the
total network layers; sl represents the number of nodes in the
network layer l. The specific model parameters are adjusted
to realize gradient descent. Parameters for each layer are
updated as follows:

w(l)
ij = w(l)

ij − α
∂

∂w(l)
ji

J (w, b)

b(l)i = b(l)i − α
∂

∂b(l)ji
J (w, b) (6)

In equation (6), α refers to the learning rate. The partial
derivative of the cost function is analyzed by calculating the
residuals of each layer. When the cost error reaches the mini-
mum, the convolution neural network model can be obtained
and the training quality of the model can be guaranteed.

Google has trained an Inception-v3 model [23] on the large
image database (ImageNet) [24] that can be used directly
for image classification. Inception-v3 model has approxi-
mately 25 million parameters, and it takes 5 billion multiply
and add instructions to classify one image. On a modern
personal computer without a GPU, this model can classify
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FIGURE 6. Examples of images in the JAFFE database. The emotions from
left to right are: Anger, Disgust, Fear, Happy, Sad, Surprise, Neutral.

FIGURE 7. Examples of images in the FER2013 database. The emotions
from left to right are: Anger, Disgust, Fear, Happy, Normal, Sadness,
Surprise.

an image quickly. The ImageNet dataset contains 15 mil-
lion images, which belong to 22,000 categories. Its subset
corresponds to the current most authoritative image classi-
fication competition, Large Scale Visual Recognition Chal-
lenge (LSVRC) [25], which contains 1 million images and
1000 categories. Several weeks may be spend on training
the inception-v3 model by a normal personal computer (PC),
hence it is not possible to train the deep model by using a
normal PC. This paper uses a pre-trained Inception-v3 model
for image classification. The pre-trained inception model will
be downloaded and directly used to classify facial expression
images.

B. THE NEW TRANSFER LEARNING ALGORITHM
The pre-trained convolutional neural network model has been
transferred to the small target set, and the hybrid neural net-
work model will be trained as follows. In the training process
of the new hybrid model, CD algorithm is firstly used to
train the improved convolution restricted boltzmann machine
model to clarify the higher-order statistical characteristics
of the input data. In the process of training the classifier,
the cross entropy is used as a loss function to update the
network parameters for getting accurate classification results.
With the help of back propagation (BP) algorithm [26],
the parameters of each layer can be effectively monitored
and adjusted. In the process of adjusting parameters, the like-
lihood function and BP algorithm have been respectively
used to carry out the process of the back propagation, which
can ensure that the statistical feature extracted from CRBM
remains unchanged. For the whole training sample, the loss

FIGURE 8. Examples of images in the SFEW database. The emotions from
left to right are: Anger, Disgust, Fear, Happy, Neutral, Sadness, Surprise.

FIGURE 9. Examples of images in the RAF-DB database. The emotions
from left to right are: 1, 2, 3, 4, 5, 6, 7.

function is defined as:

Loss = −
1
n

n∑
i=1

log((i)j )

The detailed classification steps of the fused deep transfer
learning model are as follows:

Step 1: The CNNmodel (Inception-V3) is pre-trained on the
big data set (Imagenet);

Step 2: Transfer the CNN model to the training samples in a
small target set;

Step 3: Use the image feature maps extracted by the feature
extraction layer that in front of the full connection
layer to concatenate all feature maps of each image
into a new feature map.

Step 4: Remove the full connection layer and the softmax
layer of the original pre-training CNN model, and
use the CRBM model to fully connect the input
feature map.

Step 5: The training samples of the target set are taken as the
input information, and the parameters of eachCRBM
layer will be learned without supervision succes-
sively. The CD algorithm is used to fine-tune the
parameters of softmax regression and each CRBM
layer to obtain a better trained deep transfer learning
classifier.

Step 6: The testing samples in the target set will be used as
the input information, and the final image classifica-
tion result can be get from the new trained model.

VI. EXPERIMENTS
A. DATABASE
JAFFE database was published in 1998 [27], and it is a
relatively small database. This database includes 213 images
that produced by 10 Japanese women, and each person has
seven emotions: disgust, anger, fear, happy, sad, surprise and
neutral. Figure 6 shows parts samples of JAFFE.
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FIGURE 10. Comparison between the original model and the new hybrid model based on JAFFE database.

FIGURE 11. Comparison between the original model and the new hybrid model based on FER2013 database.
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FIGURE 12. Comparison between the original model and the new hybrid model based on SFEW database.

TABLE 1. The number of four experimental dataset: JAFFE, CK+, FER2013, SFEW and RAF-DB. where, AN=anger, DI=digust, FE=fear, HA=happy, SA=sad,
SU=surprise, NE=neutral, NO=normal.

The Facial Expression Recognition 2013 (FER-2013)
database [12] includes 35,887 different images. The training
set consists of 28,709 examples. The public test set used for
the leaderboard consists of 3,589 examples. The private test
set consists of another 3,589 examples. The data consists
of 48x48 pixel grayscale images of faces. There are seven
expressions are labeled in this database: normal, happy, sad-
ness, surprise, anger, disgust, and fear. Some examples of the
fer2013 database images are shown in figure 7.

SFEW database [28] is a part of a temporal facial expres-
sions database acted facial expressions in the wild which we
have extracted from movies. This database closes to the real
world illumination. There are 958 images in the training set

and 436 images in the validation set. Some examples of the
sfew database images are shown in figure 8.

Real-world Affective Faces Database (RAF-DB) [29] is a
large-scale facial expression database with around 30K great-
diverse facial images downloaded from the Internet. Based on
the crowdsourcing annotation, each image has been indepen-
dently labeled by about 40 annotators. Images in this database
are of great variability in subjects’ age, gender and ethnic-
ity, head poses, lighting conditions, occlusions, (e.g. glasses,
facial hair or self-occlusion), post-processing operations (e.g.
various filters and special effects), etc. RAF-DB has large
diversities, large quantities, and rich annotations, includ-
ing: 29672 number of real-world images, a 7-dimensional
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FIGURE 13. Comparison between the original model and the new hybrid model based on RAF-DB database.

expression distribution vector for each image. Some exam-
ples of the RAF-DB database images are shown in figure 9.

B. RESULTS
In order to verify the superiority of the algorithm that pro-
posed in this paper, it is necessary to verify the hybrid transfer
learning method through the test of the classification accu-
racy and the analogy of some similar methods. The average
accuracy was used to evaluate and compare the classification
of facial expression images, and the detailed information of
these experimental databases can be seen in figures 6, 7, 8,
9. The detailed numbers of the four experimental datasets are
listed in table 1.

Figures 10, 11, 12, and 13 show the results of two different
deep transfer learning models, and the differences between
the new model and the traditional model can be obviously
found in these figures.

From figures 10, 11, 12 and 13, the proposed model per-
forms well in these four public datasets: JAFFE, FER2013,
SFEW and RAF-DB, with accuracy of 99.2%, 73.75%,
96.09% and 92.97% respectively. Therefore, in the process
of deep transfer learning, the output feature maps of the tra-
ditional deep CNN model can be connected with the CRBM
model, and the new hybrid transfer learning method shows a
better application effect than directly using the full connec-
tion layer. The classification accuracy is obviously improved
by the new method.

FIGURE 14. The comparison of the traditional transfer learning method
(the right histogram) and the new hybrid transfer learning method (the
left histogram) on four experimental databsets.

Table 2 shows the result comparison of the current state
of the art in facial expression recognition on four databases
introduced in this paper. Figure 14 shows the comparison
between the traditional transfer learning method without
CRBM mechanism and the new hybrid transfer learning
method.

Experimental results show that the new method that pro-
posed in this paper is still better than the current state-of-
the-art in emotion recognition on these datasets: JAFFE,
FER2013, SFEW and RAF-DB.
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TABLE 2. This Table summarizes the current state of the art in facial
expression recognition on the four databases: JAFFE, FER2013, SFEW and
RAF-DB.

VII. CONCLUSION
The application principle of convolutional neural network is
to extract the image features layer by layer to obtain struc-
tural features, which can be used to express the high-level
semantics of a single image. The higher the level is, the more
abstract the model features will be, which greatly improves
the recognition ability in the classification process. In the
training process of the convolutional neural network model,
there are millions of parameters involved, which requires
a large number of labeled samples. Generally, feature that
extracted from the pre-trainingmodel is often directly applied
on a small target sample set. But there are content differences
between the original data set and the target data set based
on the traditional transfer learning method of convolutional
neural network, which will affect the ability of feature extrac-
tion and recognition. Considering the advantages of CRBM
model, this paper proposed a new hybrid transfer learning
method based on the advantages of these two models to
reduce content differences between the two different data sets
before using the transfer learning algorithm, and proposed an
improved method based on the visible unit reconfiguration

problem of the original CRBMmodel to acquire more impor-
tant feature. When the target set is taken as the input of the
deep transfer CNN model, the improved CRBM is used to
replace the full connection layer of the traditional convo-
lutional neural network model. The input of the improved
CRBM model is get by combining all kinds of feature maps,
whichwill be existed in the form of overall structural features.
On the basis of the existing theories, the advantages of the
above model are given full play. Through re-training the
CRBMmodel, the special higher-order statistical characteris-
tics of the target data set are extracted by effective methods to
ensuremore accurate image classification. The content differ-
ence of data sets will not affect the feature recognition ability.
A number of experiments have shown the effectiveness and
feasibility of the new hybrid transfer learning method.
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