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ABSTRACT How to improve the prediction accuracy of compressional wave speed has always been one
of the basic research subjects in geoacoustics study field. Due to the stability of granularity, whether in the
laboratory or in the seabed environment, the regression relationship between compressional wave speed and
granularity is an important sound speed inversion method. Machine Learning (ML) provides a new solution
for more efficient sound speed prediction systems. In this study, two ML algorithm, Random forest (RF)
and Support Vector Regression (SVR), combined with nine granularity parameters (mean grain size, median
grain size, skewness, kurtosis, sorting coefficient, gravel, sand, silt, and clay content respectively.) to analysis
the effect of granularity property on sound speed. As a result, the sound speed-granularity predictive models
were established, and the sound speed accuracy obtained based on the predictive models are higher than
that of the regression equations, and the RF model has a higher accuracy than the SVR model. Based on
the RF predictive model, the feature selection was conducted and the results show that the most influential
parameter of granularity is mean grain size. Furthermore, the RF model can also predict the sound speed
with high precision in the absence of partial parameters, which can be a useful tool for ocean engineering
and seismic inversion.

INDEX TERMS Geoacoustic inversion, granularity, machine learning, random forest, sound speed.

I. INTRODUCTION
The sediment acoustic properties study is important in the
underwater acoustic and geo-engineering field. In underwater
acoustic and seafloor classification measurements, the com-
pressional wave speed (hereafter referred to as the sound
speed) is dependent on the properties of the sedimentary
system. Hence, accurate prediction of the sound speed is
important for interpretation of the reflected acoustic signal
and geophysical parameters [33], [37]. Many factors can
affect the sound speed of unconsolidated seafloor sediments,
including the physical properties, sedimentary environment,
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and sediment structure. The physical properties are consid-
ered the most important [10], [17], especially the granularity,
which is described by factors such as the mean grain size,
median grain size, grain fraction, and sorting coefficient.
As the grain size keep unchanged when the sediment was
collected from the seafloor to the laboratory, the relationship
between sound speed and granularity has long been an impor-
tant topic of sediment acoustic study [2].

Many studies have suggested that the sound speed is
highly correlated to granularity property and sediment type,
as important as the porosity and the wet density in various
sedimentary environments [12], [21]. Hamilton et al. [11]
used the diving equipment to insert devices into the seafloor
to measure the sound speed of seabed sediments in the
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San Diego area (USA), and observed a positive correlation
between sound speed and median grain size. Sutton et al. [34]
used a sonic pulse system to measure 26 sediment cores and
considered that the sound speed gradually increased with
increasing median grain size. Hamilton [13] verified that
sound speed increases with mean grain size and decreasing
amounts of clay-size material. Orsi and Dunn [28] analyzed
surface sediments from the Barents Sea and also revealed that
the sound speed had the most closed relationship with clay
content and mean grain size. Based on measurement results
in the North Atlantic Ocean, Schreiber [31]suggested that
both the median grain size and porosity were the important
factors for sound speed prediction in sediments. In contrast,
Horn et al. [15] argued that the mean grain size is the best
index for sound speed prediction and is a more important
variable than the median grain size for determining some
physical and acoustic properties. The granularity property
affects the sound speed usually via its influence on porosity,
density, and other factors. The uni-model grain size distribu-
tion was established [7], which assumed that the porosity of
an unconsolidated sediment is dependent on the grain size.
In the case of coarse particles, the large pore space between
aggregates increases the porosity, resulting in a high water
content and low density [26]. Some studies have established
the quadratic equations to predict the sound speed of the
sediments based on the physical properties measured in dif-
ferent sedimentary environments [29]. Hamilton [12] firstly
combined the sound speed in sediment with the sedimentary
environment to establish sound speed prediction equations for
various sedimentary environments (the continental terrace,
deep-water abyssal plain, and abyssal hill). It was observed
that the sound speed was most closely related to the mean
grain size and the clay content in the continental terrace
sediments. The Coastal Benthic Boundary Layer project mea-
sured the top 40 cm of sediment and the results indicated that
the sound speed and attenuation exhibited vertical and lateral
variability [6]. Kim et al. [22] classified the seafloor of the
South Sea shelf into four areas based on the distribution of
grain size, and established the prediction equation of sound
speed. Yang and Seong [38] presented the sound speed and
attenuation data as a function of frequency and grain size dis-
tribution. Although many studies have established the sound
speed prediction equations using granularity parameters in
different ocean regions [10], [18], [19], [23], [25] [41] , these
empirical equations only considered one or two parameters
for predicting the sound speed. The present study also mainly
focuses on the median and/or mean grain size, as a single
grain size parameter cannot adequately represent the granu-
larity, nor accurately predict the sound speed of the sediment.

Machine learning (ML) is the scientific study of algorithms
and statistical models that computer systems use to perform
a specific task without using explicit instructions, relying on
patterns and inference instead. The ML algorithm has been
widely used in many fields. The hybrid Elman Recurrent
Neural Network models can provide a successful alternative
to achieve better accuracy in streamflow forecasting [39].

The Multivariate Adaptive Regression Spline integrated with
differential Evolution to forecast streamflow pattern in semi-
arid region exhibited an excellent hybrid predictive modeling
capability for monthly time scale streamflow in semi-arid
region [1]. The ML algorithm also can be implemented in
the geoacoustic area. Hou et al. [16] has established the pre-
dictive model of sediment sound speed based on the random
forest decision tree (RF) using several physical properties.

Naturally occurring marine sediments may have poor
sorting or multimodal granularity distribution. While well-
classified coarse-grained sediments can be characterized by
their granularity, the particle shape can have a significant
impact on the acoustic properties of mixed or fine-grained
sediments. This study would use two ML methods, the Ran-
dom forest (RF) and support Vector Regression (SVR) algo-
rithm, combined with nine granularity indexes to study the
relationship between sound speed and granularity, and estab-
lish a model for predicting sound speed. The nine selected
parameters were the mean grain size (Mz), median grain size
(Md), skewness (Sk), kurtosis (Ku), sorting coefficient (So),
and the gravel (Gra), sand, silt, and clay contents.

II. DATA AND PROCESSING
In this study, 115 core samples of unconsolidated sediments
have been collected from the South China Sea (SCS) by a
gravity corer with a plexiglass hard tube in it. The advantages
of using a plexiglass tube as the inner liner are: 1) convenient
to remove sediment core from the gravity corer; 2) the two
ends are sealed, which is conducive to the preservation and
transport of the sediment core moisture. The sediment cores
are collected in the shallow area of SCS (water depth <
1000m), and the shortest sediment core is only 50 cm long
and the longest core is 4 meters long.

The sediments cores in plexiglass hard tubes were taken
to the laboratory, where the sound speed of the sediments
was measured using a portable WSD-3 digital sonic instru-
ment using the coaxial differential distance measurement
method in a standard laboratory (23 ◦C, atmospheric pres-
sure). Put the sediment cores in a platform and connected
the up and bottom of the sediment core with the WSD-3
transducers, the up transducer sends pulse wave, which prop-
agates through the sediment core and received by the bottom
transducer, than the sound speed can be calculated using the
formula:

Vp =
L

t2 − t1

where t1 and t2 are the travel time from the emitting trans-
ducer to the receiving transducer in water and sediment
core respectively, L is the length of the sediment core. The
measurement parameters were as follows: the sediment core
initial length was cut into average of 25 cm section; and the
full waveforms were digitized at frequencies of 100 kHz,
a single channel sampling length of 4096 points and a sam-
pling interval of 0.1 µs. Every cut section of the core needs
to be measured. More details on the measuring procedure are
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described in Hou et al. [17], [18]. The sound speed pulse
was detected via wavelet transform methods, the calculation
of uncertainty was performed using statistical methods. The
granularity parameters were characterized by using a Master-
sizer 2000 granularity analyzer.

Environmental factors (temperature, salinity and hydro-
static pressure) have a notable effect on the sound speed
of seawater and on the acoustic properties of seafloor sedi-
ment [17], [42]. Before the model was established, the mea-
sured sound speed was corrected to in situ condition using
the velocity ratio method [12], although the laboratory sound
speed can not be entirely corrected. The corrected data still
can be used to establish various models and to analyze the
prediction of different models. Detailed descriptions of the
velocity ratio method also were reported in Hou et al. [17].

As the aim of this study was to further understand the
relationship between sound speed and granularity, two ML
algorithm (RF and SVR) were used to establish the acoustic-
speed–granularity models, followed by feature selection to
identify the most important variables.

A. REGRESSION ANALYSIS (RA)
Regression analysis (RA) is a widely used prediction method
that uses a set of statistical processes to estimate the
relationship between variables. RA usually uses the relation-
ship between dependent and independent variables to under-
stand how typical values of the dependent variable change.
RA includes many techniques for modeling and analyzing
multiple variables, such as linear regression and polynomial
regression.

For a data set consisting of a Y by X matrix, (y1; x11,
x12. . . , x1k), (y2; x21, x22. . . , x2k), . . . , (yn; xn1, xn2. . . , xnk),
the relationship between the real value Y and the feature
elements X of the data can be found by defining an equation
(model). In linear regression, the model can be represented
by the following formula:

Yi = b0 + b1x1 + b2x2 + . . .+bkxk+ei
y1
y2
...

yn

 =

1
1
...

1

x11
x21
...

xn1

. . .

. . .
...

. . .

x1k
x2k
...

xnk



b0
b1
...

bn

+

e1
e2
...

en


⇐⇒ Yn×1 = Xn×kb+ e (1)

In multivariate quadratic equation, Y is modelled as the
quadratic polynomial of X, and the general multivariate
quadratic equation is:

Yi = b0 + b1xi + b2x2i + ei (2)

Let z1i = xi, z2i = x2i , and we turn the quadratic equation
into a linear equation:

Yi = b0 + b1z1i + b2z2i + ei (3)

Therefore, the multivariate quadratic equation can be
treated as a linear regression. Since the least square method
can minimizes the variance of the unbiased estimators of

the coefficients [8], in this article, we used the least square
method to solute the regression problem.

For the seafloor sediments, the nine granularity indexes
were used as the independent variables, and the sound
speed V was the dependent variable. Since a close cor-
relation among independent variables exists, using ordi-
nary least squares regression will produce excessive errors
when estimating the coefficients. In previous studies, one-
parameter or two-parameter equations are generally estab-
lished [12], [18], [25]. Here, both one- and two-parameter
equations of sound speed and granularity were established
using the least squares method, as presented in the fol-
lowing sections. It is straightforward to use RA analysis
for one-parameter and two-parameter equations. However,
it is challenging to establish multi-parameter equations with
more parameters as parameter selection and the relationship
between parameters and the correlation coefficients becomes
complex.

B. RANDOM FOREST (RF)
The RF is a combination of a decision tree and ensemble
learning [5], [14] and is used here to deal with multidi-
mensional parameters. RF runs efficiently on large databases
and can handle thousands of input variables without variable
deletion; moreover, it has proven to be an effective method
for estimating missing data and maintains accuracy when a
large proportion of the data are missing [24].

The RF algorithm randomly extracts m sub-samples from
the original data set, but when training each base learner,
instead of selecting the best features from all features to
perform node segmentation, k features are randomly selected.
The optimal feature is selected from the k features to seg-
ment the nodes, thereby further reducing the variance of the
model [30].

Here, the RF model was established using nine granularity
indexes (Mz, Md, Sk, Ku, So, Gra, sand, silt, and clay)
as input parameters, which were used to form a training
matrix {x1, x2,..., x9} of 115 × 9 data points. We first
performed row and column sampling on the training matrix.
The bootstrap method was used for row sampling to avoid
over-fitting as there may have been duplicates in the collected
samples. For column sampling, we selectedm features, where
m � 9 as the matrix contained nine features. Then, the
decision tree was established by completely splitting the data
after sampling [35]. Since the previous two random sam-
pling processes ensured randomness, even without pruning,
over-fitting will not occur. Although each tree obtained in this
way was weak, after combining all nodes, a high-precision
model was obtained.

For each tree, bootstrap sampling of the total training set
was performed; hence, some samples in the total training set
may appear multiple times in the training set of a particular
tree, or may never appear. About one-third of the records
for each resampling were not extracted. The remaining data
that was not extracted from the control data set. Therefore,
the RF method does not need to reserve some data for
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TABLE 1. Statistic of granularity data.

cross-validation as it has an internal process similar to cross-
validation, where the out-of-bag (OOB) error is used as an
unbiased estimate of the prediction error [4], [5].

C. SUPPORT VECTOR REGRESSION (SVR)
The Support Vector (SV) algorithm is a nonlinear generaliza-
tion of theGeneralized Portrait algorithm developed in Russia
in the sixties [36]. In its present form, the SV machine was
largely developed at AT&T Bell Laboratories by Vapnik and
co-workers [32].

The SV machine can also be used as a regression method,
called Support Vector Regression (SVR), which maintaining
features that characterize the algorithm (maximal margin).
SVR usually maps the feature data to a high-dimensional
space, and finds a linear regression plane in the high-
dimensional space. Finally, the high-dimensional regression
plane is mapped back to the low-dimensional, and the fea-
ture data can be predicted in the low-dimensional space.
After mapping back, the low-dimensional regression plane is
non-linear. However, mapping low-dimensional data to high-
dimensional data, and calculating in high-dimensional data,
is often very complex. So here comes the kernel function.
The kernel function calculates the data when the dimension
is low, and this calculation can be regarded as mapping the
low-dimensional data to the high-dimensional space. In a
non-linear SVR, the kernel is the radial basis function (Gaus-
sian, rbf). The principle of the algorithm is beyond the scope
of this study, the details information can be found in [32].
The advantage of SVR is that as long as the predicted value
does not deviate too much from the true value, the prediction
can be considered correct without calculating the loss. The
accuracy of the SVR algorithm has exceeded or is comparable
to traditional RA.

III. RESULTS
Statistical analysis of the nine granularity indexes and sound
speed values used in this paper are listed in Table 1. The sound
speed ranged from 1446 to 1773m/s. The highest sound speed
was measured in fine sand sediment with a complex granu-
larity and high gravel and sand contents. The linear regres-
sion analysis results are shown in Table 2. The quadratic
regression analysis results for the nine single parameters are
shown in Figure 1 and Table 3. The RF and SVR regression

TABLE 2. Linear regression of single-parameters.

results are shown in Table 4. The relationship between sound
speed and the nine granularity indexes showed two clear
behaviors. One, the sound speed increased with increasing
granularity parameter (sand content and So). Two, the sound
speed increased with decreasing granularity parameter (silt,
clay, Mz, Md, Ku, and Sk). Due to the small amount of gravel
content data (most samples did not contain gravel), the sound
speed did not show regular change with gravel content here.
These behaviors indicated that the sound speed has closed
correlation with granularity properties.

In order to analysis the prediction accuracy of differ-
ent equations or models, the standard deviation (STDEV)
and root mean square error (RMSE) were calculated here.
The STDEV is a measure of the degree of dispersion of a
set of numbers, while the RMSE is a measure of the devi-
ation between the observed value and the true one. Hence,
STDEV and RMSE can reflect the accuracy of the predic-
tion results. For the linear regression, sound speed vs. sand
content had the high correlation coefficient (0.6885), and low
STDEV (1.8075) and low RMSE (2.9190). For the quadratic
regression, sound speed vs. sand content also had the high
correlation coefficient (0.7258), and low STDEV (1.633) and
low RMSE (2.727). As shown in Table 4, the correlation
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FIGURE 1. Quadratic regression analysis of the single parameter (Gra, Sand, Silt, Clay, Mz, Md, Ku, So, Sk).

TABLE 3. Quadratic equation of single-parameter.

coefficient of RF is 0.9370, and the RMSE is only 0.6549,
while the correlation coefficient of SVR is 8214, and the
RMSE is 2.2188. The RF has the highest correlation and
lowest standard deviation, while the RA has the lowest cor-
relation and highest standard deviation.

IV. DISCUSSION
Compared with linear regression, the correlation coefficient,
STDEV, and RMSE of the one-parameter quadratic equa-
tion can be improved (Table 3), indicating that the corre-
lation of the quadratic equation was higher than that of
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FIGURE 2. The predicted sound speed by RF and SVR.

TABLE 4. Comparison between multivariate quadratic equation and the
predictive model established by RF and SVR.

the linear equation. Although the one-parameter quadratic
equation improved the prediction accuracy for the sound
speed, it is known that a single parameter cannot completely
describe the sediment properties. Hence, multi-parameter
models should be established to predict the sound speed of
sediment. However, as the number of parameters increases,
the amount of required calculations increases sharply, and
over-fitting of the regression equation can easily occur.
As introduced in Section 2, the ML method (RF and SVR)
can combine nine parameters and analyze the intrinsic rela-
tionship between each parameter in order to establish sound
speed predictive models.

The comparisons indicated that the correlation coefficient
of RF and SVRmodel is higher than regression equations, and
the STDEV and RMSE are lower than regression equations,
which means that both RF and SVR have a higher accuracy
than regression equations. This is because ML method can
run efficiently on large databases and it can handle thou-
sands of input variables without variable deletion. In fact,
as the number of features increases, the prediction accu-
racy of ML method is higher. Compared with the regression
method, theMLmethod not only has a fast training speed, but
also has a simple implementation, and can comprehensively
consider various factors to have higher accuracy. As shown
in Table 3 and 4, the accuracy of SVR has only improved a lit-
tle, while the correlation coefficient of RF is up to 0.9370 and
the RMSE is only 0.6549, which indicated that RF method
has a higher prediction accuracy than SVR. Figure 2 shows
the comparisons of the measured sound speed with the pre-
dicted sound speed by RFmodel and SVRmodel. The yellow
line is the RF predict sound speed, which is more close to
the measured values. The comparisons between RF and SVR
also show that the RF model has extremely high prediction
accuracy, and is more suitable for the sound speed regression
in this study.

Another advantage of the RF approach is that it is an effec-
tive method for estimating missing data and is still accurate
when a large proportion of the data are missing. For exam-
ple, randomly chose a set of granularity data (Gra 6.71%,
Sand 62.18%, Silt 26.33%, Clay 4.79%, Mz 3.14, Md 2.50,
Sk -0.28, Ku 1.22, and So 2.60) for a sediment that showed
an experimental sound speed of 1717 m/s. When data was
not missing, the complete RF model predicted a speed
of 1709.88 m/s, with a prediction error of 0.41%. In the case
of missing data, the predicted value was recalculated and the
prediction errors were compared (Figure 3). When Gra data
was missing, the prediction error of the RFmodel was 0.41%,
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FIGURE 3. Prediction error comparison of the RF model. 1 is the complete
RF model, 2 is the error of missing Gra data, 3 is the error of missing Gra
and So data, 4 is the error of missing Gra, Mz and So data, 5 is the error
of missing Gra, Mz, Ku and So data.

similar to that of the complete data set. When both Gra and
So data were missing, the prediction error was 0.42%. When
Gra, Mz, and So data were missing, the prediction error
was 0.49%. When Gra, Mz, Ku, and So data were missing,
the prediction error was 0.50%. When the Gra, Mz, Ku, Silt,
and So data were missing, the prediction error was 0.49%.
Hence, even in the case where most of the data was missing,
the RF model showed high prediction accuracy, which is of
great significance for practical applications.

Although RF can maintain high accuracy in the absence
of partial data, it is also possible to reduce accuracy when
important data is missing, so the important data should be
ensured not missing. Here the feature selection method was
used to estimate the importance of the nine parameters in RF
model. The principle of the feature selection method is out
of bag (OOB) error. the following steps was used to calculate
OOB error:
(1) In the RF model, the sound speed in ever decision tree

was calculated, then the error between measured sound
speed and predicted sound speed can be calculated, and
it was called ERROR A.

(2) Randomly add a certain noise to each feature,
and calculate the corresponding error again for the
noise-added data. It was called ERROR B.

(3) Then calculate the difference between ERROR A and
ERROR B. The larger the difference, the more impor-
tant the current feature is.

According to the above process, the importance of the nine
granularity data in the RF model was calculated (Figure 4).
The results show that Mz is the most importance feature that
affects the sound speed in the RF model in this article, and
the effect of these nine parameters on the sound speed is as
follows: Mz > Silt > Sand > Clay >Md > Sk > So > Gra
> Ku.

This result has confirmed the that the mean grain size is
a more important variable than the median grain size for
determining some physical and acoustic properties [15]. The
Mz is the weighted average value of various particle sizes,
the Md represents the particle size value accounting for 50%

FIGURE 4. The OOB error of the RF model.

of the total, the So represents the degree of particle distri-
bution uniformity, the Ku generally refers to the sediment
source environment indication of a single material source or
mixture source, and the Sk represents the genesis of sediment
thickness (river, coastal tide, wind, etc.). Four particle content
parameters represent the weight percentage of each particle.
These 9 parameters are all parameters representing particle
size, composition distribution and sorting characteristics, and
the Mz is usually considered as the most effective parameter
to describe particle size characteristics [3].

Theoretically, the pore structure of sediment is determined
by particle size and shape. Many parameters of Biot porous
theory, including permeability, pore size and tortuosity, need
to be calculated by Mz. From this point of view, particle size
has an impact on the propagation characteristics of acoustic
wave in sediment through its impact on porosity, density and
permeability, and it is reasonable to characterize the impact
by Mz [20].

V. CONCLUSION
The two ML(RF and SVR) algorithm were used with
nine granularity indexes as inputs to establish a model
for predicting the sound speed in seafloor sediment. The
speed-granularity model is thought to be advantageous as
granularity data remains unchanged when sampled from the
seabed environment to the laboratory, and not affected by
environmental factors. Secondly, a large amount of gran-
ularity data is available in the existing literature that can
be directly used in sound speed modeling studies. Hence,
it is possible to use previously acquired granularity data to
predict the sound speed of sediment. Moreover, the predictive
model established in this study based on the RF method can
accurately predict the sound speed of sediments. It needs be
pointed out that the model was established using the labora-
tory sound speed in this study to examine the availability of
RF method. It will be suggested that the model can predict
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the sound speed more effectively when the in situ sound
speed was used to establish the similar model by RF method.
Compared with the traditional regression equations, the RF
model has the following significant advantages:
(i) The effects of multiple factors on the sound speed can

be fully considered;
(ii) In practical applications, even if some parameters

are missing, the sound speed still can be accurately
predicted;

(iii) In future studies, the model can be further optimized
with new input data to improve prediction accuracy,
such as the in situ sound speed and porosity data.
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