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ABSTRACT Magnetic induction tomography (MIT) is a non-invasive and non-contact imaging method
that uses an excitation coil to generate time-varying magnetic fields in space and reconstruct the internal
conductivity distribution based on the phase difference. In this study, a new MIT reconstruction algorithm
was proposed for non-contact measurement and monitoring of the location of the anomaly in the biomedical
object of interest. To reconstruct the distribution of electrical characteristics inside the biological tissue,
this technique uses a stacked auto-encoder (SAE) neural network composed of a multi-layer automatic
encoder. The location and reconstruction accuracy of the anomaly based on SAE and back-projection were
compared, and a hemorrhagic stroke was simulated to verify the practicability of the proposed algorithm. The
results showed that the relative error of reconstruction based on the SAE network algorithm reached 0.29%,
which improved anomaly reconstruction accuracy and reduced the prediction time to 0.02 s. At the same
time, the network was used for the reconstruction of hemorrhagic stroke in different locations, amounts,
and shapes. Accordingly, the SAE neural network reconstruction algorithm proposed in this study, which
can autonomously learn the non-linear relationship between input and output, can solve the defects of the
traditional reconstruction algorithm, such as serious artifacts and complex calculations.

INDEX TERMS Electrical conductivity, eddy current, magnetic induction tomography, stacked auto-
encoder, reconstruction algorithm.

I. INTRODUCTION

Magnetic induction tomography (MIT) is a new imaging
technique based on the changes in the magnetic field caused
by eddy current inside the imaging object to reconstruct
the distribution of electrical conductivity [1]. This technique
replaces the contact electrodes used in electrical impedance
tomography (EIT) with non-contact coils. This improve-
ment can remove the measurement error caused by con-
tact impedance, and the magnetic field penetration force
is strong, which improves the low sensitivity of EIT in
the central area [2]. MIT technology has been widely used
in geological exploration [3], mineral detection [4], and

The associate editor coordinating the review of this manuscript and

approving it for publication was Jeonghwan Gwak

VOLUME 7, 2019

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/

industrial non-destructive testing [5]. MIT is mainly applied
in biomedicine field due to its strong magnetic field penetra-
tion ability, which can be applied to the detection of brain
lesions or other anomaly locations [6] (such as the brain
hematoma, cerebral edema, and brain tumors).

The basic principle of MIT includes both forward and
inverse problems. The inverse problem of MIT is ill-
posed [7], which uses the phase difference data to reconstruct
conductivity distribution in the biological tissues. At present,
the reconstruction algorithm of MIT can, in general, be
roughly divided into linear algorithms and non-linear algo-
rithms [8]. These algorithms include single-step schemes,
such as back-projection [9], Tikhonov regularization [10],
truncated singular value decomposition [11], and iterative
schemes, such as the simultaneous iterative reconstruction
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technique [11], Landweber method [12], and conjugate gra-
dients least squares method [13]. These algorithms perform
approximated linear processing on nonlinear problems, thus
the reconstruction has artifacts, the error is large, and the
iterative method is complicated because it requires longer
duration for reconstruction. Moreover, the image resolution
is not high because of the low conductivity of the biologi-
cal tissues. The nonlinear algorithms include the Levenberg
Marquardt method and Powell’s dog-leg method [14], and
these algorithms require a long calculation time and the
calculation process is complex. In recent years, the MIT
reconstruction algorithm has mostly been improved based
on the traditional algorithm, such as the improved iterative
Newton algorithm [15], Total variation function based on reg-
ularization [16], and Total variation regularization with split
Bregman [17]. However, the Total variation function based on
regularization is non-differentiable, and the improved Total
variation function methods approach the true solution gradu-
ally through iteration. It is usually approximate, which may
lead to non-optimal solution or slow convergence [17].

In this study, an algorithm based on a stacked auto-
encoder (SAE) neural network was proposed to reconstruct
the anomaly in biological tissues. A comparison with tra-
ditional reconstruction algorithms indicated that this new
method can improve the space and time resolution of anomaly
location by learning the non-linear relationship between input
and output data quickly and autonomously. Based on this,
the feasibility of the algorithm for complex biological tis-
sue reconstruction was verified by increasing the number
of anomalies and constructing a three-layer head simula-
tion model. Experimental results showed that by using this
method, not only the electrical conductivity distribution in
simple biological tissues could be reconstructed with the
anomaly position located accurately, but it could also be
applied to models with multi-anomalies and complex head
models. Therefore, the proposed algorithm provides a new
research direction for MIT and it has practical research sig-
nificance for the development of MIT.

Il. MAGNETIC INDUCTION TOMOGRAPHY

According to the principle of electromagnetic induction,
in MIT, a sinusoidal alternating current with a certain fre-
quency is excited into the excitation coil E, which generates
a time-varying magnetic field in space, and the magnetic
field is the excitation field B,, [18]. Then, the eddy current
is induced in the imaging object and the disturbed mag-
netic field AB is induced to change the spatial distribution
B, [19]. The intensity of the eddy current distribution gen-
erated depends on the internal conductivity and dielectric
constant distribution [20]. The intensity and distribution of
the eddy current change accordingly when the conductivity
distribution inside the imaging object varies, which causes
the surrounding magnetic field to change, and the induced
voltage and current of the detection coils also change. Thus,
it is possible to reconstruct the conductivity image based on
the magnetic field variation. The induced voltage obtained
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by the detection coils is related to the direction of the coil
axis and coil parameters, and the voltage can be expressed
as the surface integral of the orthogonal component of mag-
netic induction intensity on the coil surface [21]. That is to
say, a linear relationship exists between the induced voltage
and the magnetic field. Therefore, the magnetic field can
be directly used to reconstruct the conductivity distribution,
which provides a reference for the location and parameters
optimization of the detection coil in future.

A. FORWARD PROBLEM
The forward problem in MIT is based on the Maxwell equa-
tion, which can be written as Eq. (1) [22]:

VxE+jwuH =0
VxH=J+
V-uH=0
V-eE=0,

ey

where E is the electric intensity (V/m); Js and J. denote
the source current density and eddy current density (A/m?),
respectively; H is the magnetic field strength (A/m); n and
represent the magnetic permeability and dielectric constant in
the field, respectively; and w represents the excitation angular
frequency.

The relationship between the eddy current density and its
electrical characteristics of the imaging object is described as
Eq. (2) [23] as follows:

Je = (0 +jwe) E. 2)

In Eq. (2), the eddy current is composed of two parts, where
the displacement current is generated by the term e. The
displacement current term in the above mentioned equation
can be ignored [24] because for the biological tissue o >
ew. Furthermore, the eddy current is mainly generated by
the conductivity o in the biological object, thus its magni-
tude is proportional to the conductivity and the excitation
field frequency. By introducing the vector magnetic potential
A, the differential equation of the MIT forward problem is
finally obtained by using Eq. (3) as follows:

1
——V?A+jwoA =1. 3)
"

The domain being solved is divided into multiple triangular
elements, and the finite element method is used to solve the
forward problem. The sum of solutions of each discrete ele-
ment is approximately the solution of the entire domain [25],
and thus the eddy current intensity of each partition element
can be obtained as follows:

Al + A2+ A3

Ie =// (—jwo A) dxdy = —jwo ,
Q 3

where A is the vector magnetic potential of each element; and
Al, A2, and A3 are the vector magnetic potentials at the three
vertices of each triangulation elements, respectively. The curl
of the magnetic potential is the magnetic flux density.

“
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FIGURE 1. Main magnetic field and secondary magnetic field phase
vector.

When the conductivity distribution is inhomogeneous,
the eddy current is induced inside the imaging object, and the
change in the amount of the magnetic field at the detector is
calculated as follows:

R . 2 2
—jmt 1 2R
AB:/ s i L) R o )
0 4ro? | 4a2 42 + R2)’

where R, a, t, and m are parameters related to the model;
R represents the radius of the imaging object; a represents
the distance from the coil to the imaging object; t denotes
the thickness of the imaging object; and m represents the
parameter of excitation coil. When the skin depth is much
larger than the thickness of the imaging object, then Eq. (5)
can be written as follows:
AB i )

B = —jw o k+w-epek, (6)
where o is the internal conductivity of the imaging object,
& is the relative dielectric constant of the imaging object, g
denotes the relative dielectric constant of the free space, and
w is the angular frequency of the excitation signal.

Eq. (6) presents that the real part of the disturbed magnetic
field AB is caused by the displacement current, which is
related to the dielectric constant of the conductor; and the
imaginary part is generated by the eddy current field, which
is approximately linear with the electrical conductivity of the
conductor [26]. Analysis of the phase vector diagram shows
that the detected magnetic field (B4+AB) phase lags behind
the main excitation magnetic field & degree [26], and the
phase is detected by the sensors around the imaging object.
Then, the phase can be used to reconstruct the electrical
impedance distribution of the object. The phase vector is
shown in Fig. 1.

B. INVERSE PROBLEM

The inverse problem of MIT includes the calculation of elec-
trical characteristic distribution of the imaging object when
the magnetic field distribution around the imaging object is
known [27]. Analysis of the forward problem shows that
the change of phase difference is caused by the change of
electrical characteristics inside the imaging object. For bio-
logical tissues, the disturbed field is weak due to the low
conductivity, and wepe; < o. The imaginary part of the
relative increment of the magnetic flux density, usually called
SCR (phase difference), is proportional to the conductivity
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of the conductor [28]. If B is regarded as a reference sig-
nal, the phase difference A® is approximately equal to the
SCR, due to changes in the internal electrical properties of
the tissue [29]. Therefore, In(AB/B) was used as the input
parameter for conductivity reconstruction and the internal
conductivity distribution of the imaging object was utilized
as the output parameter. The variation of the phase differ-
ence can be measured using detection coils. The results are
expressed as follows:

{AB:B—BO -

AP = Im(5D),

where A{ is approximately equal to the change of phase
in the measuring coils [30]; and B and By represent the
magnetic field values measured by the coils with and without
the anomaly, respectively.

The phase difference values of the different anomaly posi-
tion distribution calculated by using the forward problem
were used as the reconstructed data. The phase difference
value was used as the input of the neural network algorithm,
and the distribution of conductivity in the imaging object
was used as the output. In the process, the imaging object
and the anomaly were discretized into small units. The phase
difference corresponding to the position of each anomaly was
taken as the input of a SAE sample set, and the specific
network output corresponded to the conductivity distribution
of each unit. The neural network adopted the layer-by-layer
greedy training method to train the sample set, that is, each
training only contained a network with a hidden layer. After
training the previous network, the next hidden layer was
trained, and so on. Finally, the obtained training parameters
were used to initialize the weight of the entire network [31].

Ill. STACKED AUTO-ENCODER

A. AUTO-ENCODERS

An SAE neural network is a feedback neural network model

composed of multiple layer AEs [32]. Simple AE is a three-

layer unsupervised learning neural network model including

an input layer, a hidden layer, and an output layer [33].

The AE neural network model consists of the following two

processes:

(1) The encoding process of original data x from the input
layer to the hidden layer:

h=g®; (x) =o(Wix + b1); ®)
(2) The decoding process from hidden layer to output layer:
*=g0; (x) = oc(Wox + by). ©)

The AE is a neural network that reproduces the input signal
as much as possible. The AE neural network model is shown
in Fig. 2.

B. STACKED AUTO ENCODER
The SAE network used for this study contained two AEs
and a SoftMax classifier. By using the same layer-by-layer
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FIGURE 2. The basic structure of the automatic encoder.
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FIGURE 3. The basic structure of the SAE neural network.

greedy training method as the deep network, the input char-
acteristics of phase difference were considered as the first
layer of the neural network. The weights and bias of the first
layer network were obtained as wdD w2 pD p.2)
For each training sample x¥, the output of its hidden layer
h® could be obtained. The first hidden layer extracts the
phase difference characteristic of the input, and then inputs
the characteristic into the next hidden layer. Then, the output
characteristics are encoded to train the weights and bias
of the second hidden layer network WD and b(2'2), and
thus the output of the second hidden layer from the encoder
h®® can be obtained. The first-order feature of the original
input is called hD® and the second-order feature is called
h®® [34]. Finally, the parameters in the SAE neural network
can be trained. In the process mentioned above, the “decod-
ing” process of the SAE in the SAE neural network training
can be discarded, and thus the second-order feature h@®,
that is, the output of the hidden layer can be directly trained
as the input of the SoftMax regression [35]. The entire process
is connected, as shown in Fig. 3.
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FIGURE 4. Simulation experiment model.

All the parameters required initialization, and the above
mentioned process is called unsupervised pre-training. The
reason why the parameters of each layer of the network are
pre-trained is that the initialization of parameters is random
in the previous deep network learning, which makes it diffi-
cult to train the network parameters in the lower layer, thus
resulting in the phenomenon of gradient dispersion [36]. Until
the parameter pre-training was proposed by Hinton in 2006,
parameters of each layer of the network were initialized by
self-coding. The AE mentioned in this study initializes the
parameters of each layer of the network, and the training to
obtain the initial value of parameters is called unsupervised
parameter initialization, or ‘‘unsupervised pre-training”’ [37].
Finally, the initial network value obtained from the above
mentioned pre-training is used to continue the network train-
ing to obtain the electrical conductivity distribution inside the
imaging object.

IV. EXPERIMENTS

A. FORWARD PROBLEM SIMULATION MODEL

This study aims to address the imaging of biological tissue
lesions, such as brain tumors, cerebral hematoma, and cere-
bral edema detection. Owing to the large computation amount
of 3-D brain tissues, this study used a 2-D circular tissue to
simulate biological tissue for forward problem analysis and
to simplify the calculation (see Fig. 4). Both back-projection
and SAE algorithm were used to reconstruct the conductivity
distribution. The points on the opposite side in Fig. 4 are used
to detect the phase difference data, and the different recon-
struction methods correspond to the number and position of
the different detection points. The biological tissue was a
circle with a radius of 6 cm and the radius of the anomaly was
1.5 cm. The conductivity of the normal biological tissue was
set to 0.25 S/m, and that of the anomaly was set to 0.05 S/m.
The relative dielectric constant and relative permeability were
set to 1, respectively. The height and width of the excitation
coil were set to 5 and 4 cm, respectively, and the center
was 9 cm away from the tissue center. In the process of
simulation, an infinite element domain was added to improve
the accuracy of the reconstruction data, that is, the imaging
object was surrounded by an infinite air domain. Solving a
problem using the finite element method requires elements
segmentation of the imaging domain. The entire simulated
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FIGURE 5. The current density of brain tissue containing brain tumor.

tissue was meshed into 9260 triangular elements, the largest
of which showed a length of 2 mm.

After the model was constructed, alternating current was
passed through the excitation coil, and the induced current
density was calculated when the simulated model contained
the anomaly as shown in Fig. 5.

B. BACK-PROJECTION RECONSTRUCTION EXPERIMENT

Sufficient reconstruction data are needed to achieve accurate
position of the anomaly by the back-projection algorithm.
Therefore, the excitation coil was rotated every 2° in the
clockwise direction from the starting position. The phase data
were detected by the 300 detection points on the opposite side
of the excitation, with 100 detection points in each half-circle.
The position of the detection point from the center was 8§,
8.5, and 9 cm, respectively. The excitation coil was rotated
180 times and the data were back-projected to each pixel of
the tissue model according to the magnetic line distribution
to obtain a reconstructed image. To simplify reconstruction
and avoid inverse crime, the number of units used for the
inverse problem was 1442. The back-projection matrix based
on magnetic lines was obtained by calculating the magnetic
field at the detection points when the tissue was normal
and abnormal. The sensitivity of this method to the central
region and boundary regions of the tissue was different, and
the projection values obtained at each pixel were averaged.
Moreover, the obtained projection matrix was weighted based
on the projection path and sensitivity of anomaly position.

C. STACKED AUTO-ENCODER RECONSTRUCTION
EXPERIMENT

The SAE training neural network needs enough training sam-
ples to realize the anomaly location. The input data of the
sample correspond to the phase difference data calculated by
the forward problem, which are detected using the three half-
circle magnetic field detectors placed around the imaging
object. The position of the detection point is the same as that
of the back-projection method. Therefore, the phase differ-
ence value of 300 around the imaging object was measured
for reconstruction of the anomaly. Moreover, the number of
units used for the inverse problem was 1442.

Training samples using a neural network requires suffi-
cient sample data sets. Therefore, within the tissue simula-
tion model, the anomaly was spread over the tissue in steps
of 0.01 cm. The number of samples at 253 positions could be
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FIGURE 6. Inverse problem reconstruction neural network structure.

obtained. Three-hundred phase difference data were detected
for each sample, and the 200 groups of samples were ran-
domly selected as the input of the neural network for training,
and the remaining 53 groups of samples were used as the
prediction data of the neural network to evaluate the network
reconstruction effect.

In the process of tissue detection and reconstruction, a four-
layer network model was used for classification. The network
structure was {300, 462, 712, 1442}. The input layer was the
phase difference value of training samples, the middle hidden
layers H1 and H2 were used to set the number of hidden
layer neurons, and the output layer was the conductivity
value of the 1442 units. Pre-training was performed using
AE. The learning rate (LearningRate) of each layer in the
training phase was set to 0.1, the number of training iterations
(TrainingEpoches) was 1000, and the batch size (Batch-Size)
was 10. The training network structure is shown in Fig. 6.

The process of MIT based on stacked AE algorithm is as
follows:

1. Using an AE network to train the parameters from the
input layer to the H1 layer. Input data form a set of vec-
tors X = {x1 X2 ,x™.} where m represents the number
of training samples, and x* (k = 1, 2, 3... m) represents
the k™ phase difference value calculated or detected using
300 magnetic field sensors around the imaging object. After
training, the decoding layer is removed, leaving only the first
AE coding stage.

2. Train the parameters from HI to H2. The activation
value of the H1 layer is used as the input of the H2 layer and
continues to train the second encoder.

3. Connect the output of the second layer to the classifi-
cation layer SoftMax for multi-classification tasks. The clas-
sification label obtained by the classification is the training
output. The data output of the neural network algorithm is
a set of vectors O = {01, 02, ..., 0™}, where m represents
the number of training samples, and ok k=1,2,3...m)
represents the conductivity of 1442 independent subdivision
units. The data structure used for imaging quality testing is
the same as the training data.
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FIGURE 7. SAE neural network for anomaly reconstruction results.

4. After the network training, the imaging quality is tested
with randomly assigned testing sample sets, and the recon-
structed conductivity distribution is visualized, compared,
and calculated with the preset conductivity distribution, and
the reconstruction error is obtained.

V. RESULTS AND ANALYSIS
A. STACKED AUTO-ENCODER RECONSTRUCTION RESULTS
A network for biological lesion detection was obtained by
training the SAE neural network model. 53 groups of phase
difference data samples used for testing were brought into
the network for prediction, and the reconstruction results are
shown in Fig. 7. The left side of Fig. 7 shows the actual
conductivity distribution of the tissue model with an anomaly
while the right side is the conductivity distribution predicted
by the SAE neural network proposed in this study.
According to the prediction results of the three groups,
the SAE network can be used to reconstruct the location of
the anomaly well and greatly improve the reconstruction arti-
facts. Moreover, the network can well predict the boundary
and regional center of biological tissue.

B. COMPARISON OF STACKED AUTO-ENCODER AND
BACK-PROJECTION RECONSTRUCTION
To evaluate the feasibility of the reconstruction method for
anomaly location and monitoring proposed in this study,
the anomaly of the same position inside the tissue was
selected and the predicted results of the SAE network were
compared with the back-projection results. The comparison
results are shown in Fig. 8. The true conductivity distribution
of the anomaly is shown in Fig. 8 (a), the conductivity distri-
bution predicted by the trained SAE neural network is shown
in Fig. 8(b), and the conductivity distribution reconstructed
by the back-projection algorithm is presented in Fig. 8(c).
According to the reconstruction results, compared to the
back-projection algorithm, the SAE neural network proposed
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FIGURE 8. Comparison between SAE neural network and back-projection
algorithm for abnormal reconstruction.
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FIGURE 9. SAE neural network reconstruction results for multiple
anomalies.

here is more accurate with respect to the positioning and
conductivity values of the anomaly, and the reconstruction
error is smaller, which significantly improves the artifacts.
Moreover, it has a short prediction time of 0.02 s, which can
realize the requirements of rapid positioning.

C. STACKED AUTO-ENCODER RECONSTRUCTION RESULTS
OF MULTIPLE ANOMALIES

To verify the feasibility of the SAE neural network for multi-
ple anomaly reconstruction, based on an anomaly reconstruc-
tion, this study included an equal-sized anomaly to the tissue
to simulate multiple lesions. The model constructed 153 mul-
tiple anomalies samples, among which 100 were randomly
selected as training samples and 53 as prediction samples.
The training process was similar to the single anomaly, and
the reconstruction result is shown in Fig. 9. The SAE neural
network can also realize the localization and detection of
multiple anomalies, and its anomalies shape and size are
clearly visible. Fig. 9 presents the result when the distance
between the two anomalies decreases until contact.

D. STACKED AUTO-ENCODER RECONSTRUCTION RESULTS
OF A COMPLEX BRAIN MODEL

To evaluate the feasibility of the SAE neural networks for
complex tissue reconstruction, a simplified three-layer model
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FIGURE 10. Reconstruction results of the simulated three-layer head by
SAE neural network.

was developed to simulate a hemorrhagic stroke, which
included the cerebral cortex, skull, and scalp from the inside
to the outside. The ratio of each part of the simulated brain
tissue was 0.87:0.92:1 and the tissues were set to be isotropic.
Electrical conductivity numerical simulation parameters were
set as follows: electrical conductivity of the cerebral cortex
was 0.75 S / m, that of the skull was 0.0042 S / m, and
that of the scalp was 0.33 S / m. Studies have shown that
the electrical conductivity of hemorrhagic tissues at a high
frequency (> 100 KHZ) can be twice as high as that of normal
brain tissues [38], and thus the simulated conductivity of
hemorrhagic tissue was set to 1.5 S/ m. Comsol software was
used to segment the established model.

The network was trained with samples of different loca-
tions, different amounts of bleeding (that is, different vol-
umes) and square bleeding shapes, thus increasing the variety
of samples and enabling it to reconstruct bleeding in different
locations, amounts of bleeding, and different shapes. The
number of samples in the three forms was 308, among which
280 were randomly selected as training samples and the
remaining 28 as prediction samples. The network structure
was {300, 570, 1080, 1566}. The training times were set
to 10 and the training time was about 1.5 h (the processor
of the computer was Intel(R) Core (TM) i7-5500U CPU @
2.40GHz and the system type was 64-bit with 8 GB of mem-
ory). If the CPU performance is better, the time is shortened.
Then, the prediction samples were input into the established
network, and the predicted results of different positions, dif-
ferent bleeding volumes, and different bleeding shapes are
shown in Fig. 10. The left side of the figure is the real con-
ductivity distribution, and the right side is the reconstructed
conductivity distribution by the SAE neural network. The
reconstruction results showed that the prediction of bleeding
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TABLE 1. SAE neural network and back-projection reconstruction results.

RMSE(x,h) MAE(xh)  d, R
prijz((::lt(i_on 64.73% 28.16%  29.98%  36.33%
SAE 0.06% 0.01% 0.06% 0.25%

location, bleeding volume, and bleeding shape were correct
without obvious artifact.

E. ANALYSIS OF RECONSTRUCTION RESULTS

To evaluate the accuracy of the SAE reconstruction algorithm
for anomaly localization, in this study quantitative analysis
of the reconstruction results was carried out by calculating
the root mean square error (RMSE), mean absolute error
(MAE), normalized mean square error (NMAD), and recon-
struction relative error (RE) of the reconstructed image. The
calculation principle of each part is described thoroughly.
The reconstruction results calculated by different reconstruc-
tion methods for the same anomaly position are summarized
in Table 1.

1) RMSE

The sum of the square of the deviation between the recon-
structed value, the true value, and the square root of the ratio
of the total conductivity of the reconstructed sample m, which
is used to measure the deviation between the reconstructed
conductivity value and the true value. The RMSE is calcu-
lated as follows:

RMSE (x, h) = % 3 (hx®) — y@)>, (10)

i=1
where h(x(i)) is the reconstructed conductivity value, y(i)) is
the conductivity true value, and m denotes the total conduc-
tivity number of each sample used to reconstruct the image.

2) MAE
The average value of the absolute error, which is used to

reflect the actual situation of the reconstructed value error.
The MAE is calculated as follows:

. > Ihx®)—y @, (11)
m

i=1

MAE (x, h)

3) NMAD

When dy = 0, the reconstructed image has no difference
from the actual image. The larger the dj, the larger the error
between the reconstructed image and the actual image. The
NMAD is calculated as follows:

Zimzl (lomi — osil)
Yo (omil)

where m represents the number of conductivities recon-
structed under each sample, oyy; is the true conductivity value,
and oy; denotes the reconstructed conductivity value.

da = (12)
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TABLE 2. The Average results of test samples for all models
reconstructed using SAE.

RMSE(x, h) MAE(x, h) d, R
Single anomaly 0.07% 0.02% 0.08% 0.29%
multi-anomaly 2.27% 0.51% 2.23% 9.62%
complex 0.92% 0.40% 0.65%  135%
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FIGURE 11. Reconstruction results of a single anomaly under different
noises.

TABLE 3. The single anomaly reconstruction results after adding different
degrees of noise.

RMSE(x,h) MAE(x, h) d, R
80dB 0.07% 0.02% 0.08% 0.29%
60dB 0.07% 0.02% 0.08% 0.29%
40dB 0.18% 0.03% 0.14% 0.76%
20dB 3.18% 0.57% 2.42% 13.12%

4) RE

The relative error of reconstruction is calculated by using the
binary norm of the difference between the real conductivity
and the reconstructed conductivity. The RE is calculated as
follows:

R — lloReconstruction — T Actual |l
loactall
where OReconstruction Tepresents the reconstructed conductivity
vector and oacural represents the true conductivity vector.
For the quantitative calculation of an anomaly, multi-
anomaly, and complex three-layer head model, the average
value of the predicted conductivity distribution results of all
test samples was calculated in this study, and the results are
presented in Table 2.

x100%, (13)

F. STACKED AUTO-ENCODER NOISE

RESISTANCE ANALYSIS

Different degrees of noise were added in the data to analyze
the anti-noise performance of the SAE neural network pro-
posed in this study. The reconstruction results with noises
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FIGURE 13. Reconstruction results of the three-layer head under different
noises.

TABLE 4. The multi-anomaly reconstruction results after adding different
degrees of noise.

RMSE(x,h) MAE(x,h) d, R
80dB 2.27% 0.50% 2.22% 9.61%
60dB 2.27% 0.50% 2.22% 9.63%
40dB 2.32% 0.53% 2.33% 9.84%
20dB 2.73% 0.67% 2.97% 11.57%

TABLE 5. The complex three-layer head reconstruction results after
adding different degrees of noise.

RMSE(x,h) MAE(xh) d, R
80dB 0.92% 0.40% 065%  135%
60dB 0.94% 0.42% 0.69%  1.38%
40dB 1.03% 0.5% 0.82%  1.52%
20dB 9.22% 4.82% 787%  13.62%

of 80, 60, 40, and 20 dB added into the simulated single
abnormal biological tissue model, multiple abnormal bio-
logical tissue model, and three-layer head model are shown
in Figs. 11 — 13, respectively. Clearly, the SAE neural network
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can still reconstruct the location and size of the anomaly after
adding noise. In the reconstruction results after adding 20dB
noise, there was a small artifact in the brain background but
it did not affect the positioning accuracy. When 80, 60, and
40 dB of noise were added, the anti-noise performance of the
network was excellent. The error calculation results for the
different models are presented in Tables 3 — 5.

VI. CONCLUSION

In this study, a fast reconstruction method for brain disease
detection based on SAE neural network was proposed. The
superiority of the algorithm was verified through compari-
son with the magnetic field line back-projection algorithm.
Furthermore, compared with the current popular iterative
algorithms based on improved traditional algorithms, the pro-
posed algorithm can learn the nonlinear relationship between
the input and output data autonomously and systematically.
Moreover, the network complexity is low, the calculation
process is simplified, and the network prediction results are
highly accurate and fast, showing great advantages in rapid
and accurate reconstruction. This method can be applied to
clinical continuous monitoring and diagnosis of diseases.
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