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ABSTRACT Cardiovascular disease is the leading cause of death in the world. It is vital to prevent it by
rapid diagnosis and appropriate management through periodic blood pressure (BP) measurement. Recently,
many studies have been conducted on methods to measure BP without a cuff. One of the most common
methods of predicting BP without a cuff is to use the correlation between pulse wave velocity (PWV) and
BP. Studies that predict BP through PWV have two problems to overcome: 1) Additional efforts are required
to extract PWV features manually from various biomedical signals, such as electrocardiogram (ECG) and
photoplethysmogram (PPG); and 2) in predicting BP using biomedical signals from other people, individual
periodic calibration is required because the correlation between PWV and BP differs from person to
person. In this study, we proposed a cuffless BP prediction method based on a deep convolutional neural
network (CNN) that can overcome the problems mentioned above. The proposed CNN method 1) can use
raw signals for training without PWV feature extraction; and 2) automatically learns the characteristics of
biomedical signals from other people to predict BP accurately without calibration. We propose two schemes:
extraction through multiple dilated convolution, and concentration through strided convolution with a large
kernel, to process sequential ECG and PPG signals through CNN. BP prediction performance was the best
when both ECG and PPG signals were used together. To this end, we conducted extensive experiments on the
different settings of the proposed method and constructed an effective learning model. The proposed method
achieved excellent performance in predicting both systolic blood pressure and diastolic blood pressure over
other known approaches. We also verified that the performance of our method fulfills international standard
protocols, AAMI, and BHS.

INDEX TERMS Biomedical signal processing, computational and artificial intelligence, health information
management, machine learning, cuffless blood pressure measurement, deep learning, convolutional neural
networks, end-to-end.

I. INTRODUCTION
High blood pressure (BP) is a common and dangerous con-
dition. About 1 out of 3 adults in the U.S. (about 75 million
people) have high BP. This common condition increases the
risk of heart disease and stroke, two of the leading causes of
death for Americans [1], [2]. High BP is called the ‘‘silent
killer’’ because it often has no warning signs or symptoms,
and many people are not aware they have it. For this reason
it is important to check BP regularly.

The associate editor coordinating the review of this manuscript and

approving it for publication was Linbo Qing .

Traditional BP measurement is based on the cuff. When
using this method, BP cannot be re-measured until the
occluded artery returns to its original position. It is not
suitable for continuous BP measurement or observation of
long-term BP change. The pressure of the cuff may also cause
the subject to feel uncomfortable or to suffer skin trauma.
To overcome these shortcomings, improvements in cuffless
and continuous BP estimation methods have been an area of
recent research.

Cuffless BP measurement is an all-inclusive term for a
method that aims to measure BP without using a cuff. The
most common method for cuffless BP measurement is based
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on manual examination of pulse wave velocity (PWV) fea-
tures [3], [4]. PWV is the velocity of the pressure wave
flowing through the blood vessels. This PWV based method
can predict the blood pressure value by using the relationship
between the time required for the blood to move between
two points and the distance between these points. To measure
the time value in a noninvasive manner, various biomedical
signals, such as electrocardiogram (ECG), photoplethysmo-
gram (PPG), ballistocardiogram (BCG) and seismocardio-
gram (SCG) are used [5]. A number of studies have shown
that ECG and PPG signals are the most commonly used to
effectively predict BP. The time values are referred to as
pulse arrival time (PAT) or pulse transit time (PTT). PAT
refers to the time difference between the R-peak of the ECG
signal and the PPG peak, and is usually obtained from the
ECG signal and the PPG signal measured at one of the
wrists, ankles, or other in vitro sites. PTT refers to the time
it takes for a blood pressure-induced waveform to travel
between two points in the artery, usually measured through
PPG sensor signals. However, as described earlier in this
paper, the PWV-based method requires recognizing features
from the signal waveforms, and thus additional effort. This
method also requires either a combination of simultaneously
measured ECG and PPG or two simultaneously measured
PPGs, which is inconvenient and cumbersome. Furthermore,
the PWV-based method usually requires an elaborate individ-
ual calibration process using a sphygmomanometer with a
cuff because the correlation between PWV features and BP
varies from person to person [6], [7], [8], and thus cannot
be used as a replacement for a cuff sphygmomanometer.
There are some limitations with collecting ECG and PPG
simultaneously using a mobile device.

As another way to predict BP without a cuff, some
researchers have attempted to predict BP using a single raw
biomedical signal or transform rather than the PWV-based
feature [9], [10], [11], [12]. The concept of predicting BP
using a single signal measurement such as ECG or PPG
appears to be more appropriate for mobile devices such as
smartphones and smart watches. A non-PWV based method
can be relatively accurate without calibration because the
method finds the characteristics which can predict BP in the
biomedical signal itself without using the correlation between
PWV and BP which is different from person to person. How-
ever, it is difficult to obtain high BP prediction accuracy using
this method.

In this paper, we devised a method of BP prediction based
on a deep convolutional neural network (CNN). The proposed
method can overcome the drawbacks of feature recognition
of the PWV-based method and the low BP prediction accu-
racy of non-PWV based method. It can take advantage of
being a non-PWV based method with relatively high BP
prediction accuracy without calibration. Unlike other studies
based on manual recognition of PWV features, by utilizing
the advantage of deep learning which automatically extracts
features, raw ECG and PPG signals are used intact to reflect
the inherent characteristics of the signals themselves. It is also

possible to predict relatively accurate BP without individual
calibration.

The main contributions of our work are summarized as
follows:
• We proposed a novel end-to-end method of predict-
ing blood pressure using only raw signals with no
hand-made features.

• Based on the architecture of CNN, our method has
the flexibility to deal with input variations (PPG/ECG,
Time/Frequency) and applicability to real-world situa-
tions.

• The proposed method achieved excellent performance
in predicting both systolic and diastolic blood pressure
using the MIMIC II dataset compared with other known
approaches.

II. BACKGROUND AND RELATED WORK
Algorithms and mathematical models have been proposed
and developed to optimize the regression process of BP pre-
diction and calibration of the PWV features/BP. Recently,
there have been many studies to predict BP without a cuff.
These can be classified into two categories, PWV-based
methods (with manual PWV features) and the non-PWV
based methods.

A. BP PREDICTION WITH PWV BASED METHODS
Studies have been carried out to improve BP prediction per-
formance using the PWV-based features that were essential in
traditional methods. BP refers to the pressure on the arterial
wall when sending blood from the heart to the entire body.
These arteries expand when the heart contracts (systole) and
contract when the heart expands (diastole). The degree of
expansion and contraction depends on the elastic modulus of
the blood vessel. The following equation [13] expresses the
relation between the elastic modulus of the blood vessel and
the BP.

E = E0eαP (1)

In equation (1), E0 and α are subject-specific parameters of
central artery, P is BP.

Assuming that the artery is a connected elastic tube through
which blood flows, the relationship between the velocity of
the blood flowing along the artery and the elastic modulus
of the blood artery is calculated using the Moens-Kortweg
equation as follows:

PWV =

√
hE
ρd

(2)

In equation (2), h and d are the thickness and diameter of
the artery, respectively; ρ is the density of the blood.

Combining these two equations, we can obtain Bramwell-
Hills andMoens-Kortweg’s equation, explaining the relation-
ship between BP and PWV, which is inversely proportional to
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the ‘‘Time Delay’’ for an artery with a length of L [14].

PWV =
L

TimeDelay
=

√
hE0eαP

ρd
(3)

These time delay values are known as PAT or PTT, and can
bemeasured in a noninvasivemannerwith various biomedical
signals.

Kachuee [3] and Su [4] conducted a study to predict BP
using PWV features as the main feature along with many
other features extracted from biomedical signals. Kachuee
extracted features from ECG and PPG signals and per-
formed a study to predict BP in ECG and PPG signals
using machine learning techniques, such as regularized linear
regression (RLR), support vector machines (SVMs), deci-
sion tree regression, adaptive boosting (AdaBoost), and ran-
dom forest regression (RFR). Mean absolute error (MAE)
is used as an evaluation metric. The accuracy of BP pre-
diction was found to be SBP 11.17 ± 10.09 and DBP
5.35 ± 6.14 for calibration-free, and SBP 8.21 ± 5.45 and
DBP 4.31 ± 3.52 for calibration-based, respectively.
Su extracted features from the ECG and PPG signals and
performed a study to predict BP in ECG and PPG signals
through recurrent networks (LSTM), which achieved SBP
3.73 and DBP 2.43 based on the root-mean-square error
(RMSE).

B. BP PREDICTION WITH NON-PWV BASED METHODS
There are studies on predicting the BP value or the Hyper-
tension stage in the PPG and/or ECG signal using non-PWV
based methods. Khalid [9] extracted features from only PPG
signals and performed a study to predict BP using machine
learning techniques such asmultiple linear regression (MLR),
SVM, and decision tree regression. The accuracy of BP
prediction was found to be SBP 4.82 ± 4.31 and DBP
3.25 ± 4.17. Wang [10] segments a single PPG signal from
the raw PPG signal, extracts morphological and spectral fea-
tures from the signal, and performs experiments to predict
SBP and DBP through artificial neural networks (ANN),
which achieved SBP 4.02 ± 2.79 and DBP 2.27 ± 1.82.
Ertugrul [11] uses a spectrogram, which is the magnitude
squared of the short-time Fourier transform (STFT) of a PPG
and/or ECG signal, and then performed a study to predict BP
through the extreme learning machine method (ELM). The
accuracy of BP prediction was found to be SBP 4.37 and DBP
3.95. Zhang [12] also extracted features from a PPG signal
and performed a study to predict BP using the SVM method,
which achieved SBP 11.64 ± 8.20 and DBP 7.62 ± 6.78.
Tanveer [15] proposed a waveform-based hierarchical artifi-
cial neural network–long short-term memory (ANN–LSTM)
model for BP estimation that automatically learns features
from ECG and PPG signals through ANN and then uses them
as inputs to LSTM to predict BP. Liang [16] transforms the
PPG signal to a scalogram, which is a plotted RGB image as
a graph of time and frequency, using a continuous wavelet
transform. Hypertension classification was conducted using

the pre-trained CNN (GoogLeNet). This study obtained supe-
rior hypertension classification performance compared to the
studies considering PWV based features.

C. DEEP LEARNING IN BIOMEDICAL ENGINEERING
Deep learning is a specific type of machine learning, which
uses artificial neural networks consisting of many hidden
layers to progressively extract higher-level features from raw
input. Deep learning automatically learns the optimal features
of the raw signal itself without extracting features [17]. Deep
learning has been widely used in areas such as image classifi-
cation [18], speech recognition, natural language processing,
and audio recognition. Recently it has been used in the field
of biomedical engineering in areas such as bioinformatics,
medical image analysis, and biomedical signal analysis [19].

Some researchers have used deep learning in medical
applications, such as cancer detection and dementia diagno-
sis. Sirinukunwattana [20] presents novel locality sensitive
deep learning approaches to detect and classify nuclei in
routine hematoxylin and eosin (H&E) stained histopathology
images of colorectal adenocarcinoma (Colon Cancer), based
on CNN. Choi [21] proposes a deep learning based low-cost
and high-accuracy diagnostic framework of dementia with
the response profile.

III. METHOD
We propose fully convolutional networks constructed using
only 1D convolution for BP prediction. The proposed end-to-
end 1D CNN model can predict SBP and DBP directly from
raw signals without any additional manual feature extraction
process, particularly PWV features.

A common deep learning approach for handling sequence
data is to use recurrent-based neural networks. However,
the signals related to BP (e.g., PPG, ECG, ABP) have a
certain periodicity and pattern repetition, and so can be
assumed to be grid topology data with wide range locality
apart from long term time dependency. Therefore, we con-
structed a 1D convolution based neural networks to extract
wide ranged local features from fixed length input signals
and to regress the real numbered targets. The Extraction-
Concentration blocks are key components of the proposed
model, obtained by combining multiple dilated convolution
and strided convolution using large kernel sizes [22]. It is
possible to extract and concentrate features from the periodic
signals.

The proposed BP estimationmethod consists of the follow-
ing steps. 1) Data preparation: Prepare data pair (x,y) from the
given database D for CNN training; 2) CNN based predic-
tion model: Feature extraction through proposed Extraction-
Concentration blocks and prediction with joint loss Ltotal.

A. DATA PREPARATION
1) DATA SAMPLING
The database D contains a set of raw PPG, ECG, and arte-
rial blood pressure (ABP) signals Ri = (rPPGi , rECGi , rABPi ),
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where i is the subject index and each Ri has a different
length. For preparing the training dataset, we sampled random
segments Si from the raw signals to make all datasets the
same length lseg. Note that lseg = 1000 for the experi-
ments. During the sampling process, we applied two con-
straints to ABP signals (the true value of the estimation)
for minimum refinement. According to NIH/WHO BP clas-
sification standard [23], we first apply the BP range cri-
teria, 90 ≤ max(sABP) < 180, 60 ≤ min(sABP) <

120. Next, we exclude abnormal ABP signals through peak
analysis, with the peak constraints defined as len(p) ≥
5,StdVar(1px) < 5,StdVar(py) < 5, where peak p =
(p1, .., pn), pix is the time stamp and piy is the ABP value of the
ith peak. Fig. 1. shows the sampling constraints and examples
of excluded cases.

FIGURE 1. Examples of ABP signal for data sampling. (a) Illustration of
the sampling constraints. (b) Examples of the false cases.

2) PREPROCESSING
Given segments S from the sampling process, we conducted
the preprocessing steps to create adequate input and output
data pairs for our method. Three preprocessing techniques
are used: random cropping, fast Fourier transform (FFT), and
increasing input depth using its derivatives. The preprocess-
ing flow is illustrated in Fig. 2.

FIGURE 2. Data sampling and preprocessing flow.

To increase the input variation, we use a randomly cropped
signal Xt with length lin in the lseg-length segment S. Random
cropping allows the model to learn signals at various points
in the segment S and to reduce reliance on synchroniza-
tion between signals. Note that we set lin = 512 in the

experiments. Since our model takes both time and frequency
domain inputs, the original signal needs to be converted to
the frequency domain. FFT is used at this stage; we use
Fourier spectrum Xf from the original signal Xt as the input
for the frequency encoder. Next, for time domain signals,
we increase the input depth by concatenating the input sig-
nal’s 1st and 2nd derivatives as follows [24].

Xt = Xt ⊕1Xt ⊕12Xt (4)

The accuracy difference according to the input signal’s
derivative are shown in Section IV-B.

After the preprocessing step, we end up with a prepared
dataset (Xt ,Xf ,Y ) fromwhichwe take amini-batch (xt , xf , y)
for model training. The dimensions of the prepared dataset in
the experiments are m × 6 × 512, m × 2 × 256, m × 2 with
mini-batch size m for xt , xf , y, respectively.

B. CNN BASED PREDICTION MODEL
The overall architecture of the proposed method is shown
in Fig. 3. It consists of three parts: a time encoder, a fre-
quency encoder, and three predictors for time, frequency,
and combined feature matrices. The time encoder ht (·) learns
representative features in time-series inputs xt , and outputs
the corresponding feature matrix zt . In parallel with the time
encoder, the frequency encoder hf (·) outputs feature matrix
zf for the frequency domain inputs xf . Each encoder is com-
posed by stacking two core modules named Extraction and
Concentration blocks, which are designed to learn effective
latent features from the data with periodicity.

FIGURE 3. Overview of the proposed BP prediction model based on fully
convolutional neural networks.

1) EXTRACTION-CONCENTRATION BLOCKS
For CNN to handle periodic sequential data, such as PPG
and ECG, the main issue is how the model can learn the
relationship between neighboring data points with different
intervals unlike images. Two components, multiple dilated
convolution and strided convolution with a large kernel, are
the main features of our method. We illustrate the detailed
structure of Extraction and Concentration blocks in Fig. 4.

In the Extraction block E(·) : RD×W
→ RD×W , where

D is the input dimension, and W is the size of input, we use

VOLUME 7, 2019 185461



S. Baek et al.: End-to-End BP Prediction via Fully Convolutional Networks

FIGURE 4. Detailed architectures of Extraction and Concentration blocks.

four parallel dilated convolutions with pre-defined kernel size
kEXT and dilation factors of [1, 2, 3, 4]. A model can learn
the various relationships between different neighboring pixels
within the 4× (kEXT − 1)+ 1 range through multiple dilated
convolution. Each output from the multiple dilated convo-
lutions is concatenated together and reduced to the initial
dimension by convolution with filter size 1. We use the resid-
ual connection, which is a well-known technique to allow bet-
ter gradient flow. As with temporal convolutional networks
(TCN), the combination of batch normalization (BN), ReLU
non-linearity, and dropout layer is placed after the residual
connection [25].

In the Concentration block C(·) : RD×W
→ RD′×W

2 ,
where D is the input dimension, D′ is the output dimension,
and W is the input size. The model can concentrate the
outputs from the Extraction block and increase the depth of
the features to gain better representations, which lie in a lower
dimension space. A typical choice for this concentration is
max pooling, but we use a strided convolutionwith kernel size
kCON as an alternative. The reason for this is because there
is much information loss by pooling when we apply a large
kernel size. We compare the performance between pooling
and strided convolution through the experiment in Sec IV. B.
After the strided convolution, the BN+ReLU+Dropout com-
bination layer is placed in the same way as the Extraction
block.

Both the time encoder and the frequency encoder consist
of four Extraction+Concentration combinations. Another
important factor here is the receptive field size. Even though
the network is deeply stacked to increase the receptive field,
the actual network has a characteristic of focusing on local
regions [26]. Therefore, we chose to increase the kernel size
instead of deeply configuring the network. Considering the
possible heart rate range, an input signal of more than 4 sec-
onds can contain at least 2 periods of the signal, which implies
that the input needs to have 500 pixels when using a 125 Hz
sampling frequency. The proposed model should therefore
have a receptive field size of more than 500 pixels. More

precisely, since the inputs to our model have sizes of 512 and
256 for the time and frequency domain respectively, the ker-
nel sizes of each Extraction (kEXT) and Concentration blocks
(kCON) are needed to satisfy these constraints. Possible com-
binations of the filter sizes for our 4-EC stacked networks are
(3, 27, 25), (5, 19, 17) and (7, 11, 9) for (kEXT, k tCON, k

f
CON),

where k tCON and k fCON are the filter sizes of theConcentration
block for time and frequency flow. We selected (7, 11, 9) for
the experiments, and related results regarding filter sizes will
be described in Section IV-B.

2) PREDICTION AND TRAINING
After feature extraction through both time and frequency
encoders, we can define the combined feature matrix zc =
zt ⊕ zf . The combined predictor fc(·) : RDc×W → R2,
where Dc is the dimension of zc and W is the size of zc,
consists of a double stacked convolution layer, global average
pooling, and a dimension reduction convolution layer. The
output ŷc of fc(·) is two real numbers which indicate SBP
and DBP. The objective of the prediction is to minimize the
distance between the target y and the prediction yc. L1 and
L2 distance are the typical error measurements; we compared
the performance of both cases applying the L1 or L2 distance
in Sec IV. B. The objective to minimize is defined as:

Lc = d(yc, ŷc), (5)

where d can be any distance metric between real numbers,
L1 and L2 in this case.
In addition to this, we added two auxiliary flows from

the predictors ft (·) and ff (·) which take the pre-concatenated
features zt and zf as inputs, respectively. Both auxil-
iary predictors have a simpler structure which consists
of one convolution layer, global average pooling, and a
dimension reduction convolution layer. Auxiliary loss is a
well-known technique to help the model’s gradient flow in
the back-propagation phase, and will improve performance.
We introduce the importance factor α to both losses Lt and Lf .
Our final loss is defined as follows:

Ltotal = Lc + α(Lt + Lf ) (6)

The effect of auxiliary loss will be described in
Section IV-B. We can update the model parameters by
mini-batch gradient descent with respect to the current model
weight. Training details for the experiments will be outlined
in Section IV-A.

C. DETAILED ARCHITECTURE
Table 1 shows detailed information about the proposed archi-
tecture. It contains the layer structure, input/output dimen-
sion, size of kernel/stride/dilation and the receptive fields at
each layer.

IV. EXPERIMENTAL RESULTS
A. SETUP
In the experiments, the Cuffless Blood Pressure Estimation
dataset is used as a source of the ECG, PPG, and ABP
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TABLE 1. Model architecture details.

signals. This dataset was generated by Kachuee [27], ini-
tially collecting ECG, PPG and ABP signals from the Phy-
sionet’s Multi-parameter Intelligent Monitoring in Intensive
Care (MIMIC) II (version 3, accessed on Sept. 2015) online
waveform database [28] and then preprocessing to remove
the deterioration effects of noise and artifacts from the raw
signals. The dataset consists of 12,000 records with all of the
ECG, PPG, andABP signals in hierarchical data format. Each
record consists of three rows, with each row corresponding
to one signal channel: 125Hz ECG from channel II (ECG
lead II), 125Hz PPG from a fingertip, 125Hz invasive ABP.
After the data preparation process described in Section III-A.,
the entire dataset contains 1,912 records from 942 different
subjects. We split the dataset into training (70%, 1,340),
validation (10%, 193), and test (20%, 379) sets.

For training, we use the Adam optimizer with β1 =

0.9, β2 = 0.999, a mini-batch size of 100, and no weight
decay. The initial learning rate is 0.001 decayed by 0.2 after
800 epochs. The dropout rate is set to 0.2 for the entire
networks.

FIGURE 5. BP prediction error analysis according to the model component
changes. The best performing model is marked with a red dotted line.
(a) BP prediction error due to loss metric and auxiliary weight variation.
(b) BP prediction error according to pooling type and kernel size. (c) BP
prediction error due to the use of derivatives of the input signals.

B. MODEL EVALUATION AND SELECTION
To investigate the effect of model parameters, we performed
prediction error analysis with changes in different compo-
nents (e.g., loss metric change, the weight of auxiliary loss,
type of pooling, kernel size). Fig. 5. shows the difference
in prediction error value according to loss metric change
(L1, L2), weight of auxiliary loss (0, 0.2, 0.4, 0.6), type
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TABLE 2. Comparison of BP prediction accuracy with other related works.

of pooling (Strided Conv, MaxPool, AvgPool), and kernel
size (filter combination). As can be seen in Fig. 5(a), in the
case of using L1 loss, the prediction error is lower than that
using L2 loss. In the case of auxiliary loss weight α, a small
auxiliary loss weight helps the model’s gradient flow in the
backpropagation phase, which reduces the prediction error.
If a large weight is used, however, the prediction error is
increased because Lt and Lf have a greater impact on Ltotal
than Lc. The results of the prediction error measurement
depending on the pooling type and the kernel size can be
seen in Fig. 5(b). In the case of the pooling type, it can be
confirmed that the prediction error when using Strided Conv
is lower than that when using MaxPool or AvgPool. This is
due to the information loss by pooling when we apply a large
kernel size. In the case of the combination of filter sizes,
we conducted an experiment to compare prediction error for
three combinations. It was confirmed that the prediction error
of the kEXT, k tCON, k

f
CON = 7, 11, 9 combination with the

largest kEXT is the lowest because the model can learn the
relationship between pixels in a larger neighborhood through
a large kEXT. The results of the BP prediction error test with
and without input signal‘s derivative are shown in Fig. 5(c).
BP prediction error is lowest when input signal’s first and sec-
ond derivatives are used together with the original signal
regardless of the calibration.

Through prediction error analysis with component
changes, SBP and DBP prediction performance are the best
when using L1 loss, a weight of auxiliary loss α= 0.2, Strided
Conv, and a combination of kEXT, k tCON, k

f
CON = 7, 11, 9.

BP prediction performance results are shown in Table 2 with
the calibration-based results to be covered in the next section.

C. CALIBRATION-BASED METHOD
The proposed method in this study does not need any cali-
bration to predict BP. However, when using a smart device,
such as a telephone or a watch, to repeatedly measure data to
estimate the BP, it is possible to improve the accuracy of BP

prediction by calibrating the pre-trained models using partial
personal data.

To confirm the improvement of the BP prediction accu-
racy of the calibration based method, test data was divided
into several non-overlapping sections. Half of the divided
data is used for calibrating the pre-trained model and the
remaining data is used to evaluate the BP predictive ability
of the calibration-based model. Fig. 6. presents the scat-
ter plots for calibration-free and calibration-based methods,
when using the best performance model as selected in the
previous section. When comparing the graphs before and
after calibration, the scattered points on the graph converge
to a straight line through calibration, which can also be
confirmed by comparing Pearson’s correlation coefficient (r)
values before and after calibration in both SBP and DBP.
In particular, calibration-based model showed a high Pear-
son’s correlation coefficient of SBP 0.89, DBP 0.80, which

FIGURE 6. Scatter plots for calibration-free and calibration-based
models. The x-axis represents the reference value and the y-axis
represents the predicted value.
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are higher than those shown in other experiments using PWV
features (PAT, PTT and so on) and MIMIC dataset [29]. The
Pearson’s correlation coefficient between blood pressure and
PWV features was reported as a value between −0.28 and
−0.71. We have confirmed that the features extracted auto-
matically through CNN proposed in this paper are more
suitable for predicting blood pressure without cuff than the
features extracted manually from other studies.

D. PERFORMANCE COMPARISON
Table 2 shows the comparison of BP prediction accuracy
between the proposed method and previous studies. Most
studies used mean absolute error (MAE) as an evaluation
metric of BP prediction accuracy, and we also compared the
results using MAE.

Training without consideration of train/test data split by
subject would result in an abnormally high BP prediction
accuracy because the subject data used in the training phase
may be used in the test phase. For a fair comparison, we did
not compare the performance with the results of studies not
considering train/test data split by subject [4], [9], [10], [11]
and the study using private dataset [4]. We compared only the
results obtained under the same conditions in this study.

From the results in Table 2, we can confirm that both the
calibration-free and calibration-based BP prediction meth-
ods in this study show the best performance compared with
other studies. In calibration-free settings, the performances
of both ECG+PPG and PPG only improve significantly
compared with previous studies: SBP 16.7% (11.17→9.30)
and DBP 4.3% (5.35→5.12) with ECG+PPG, SBP 6.7%
(11.64→10.86) and DBP 21.9% (7.62→5.95) with PPG
only. These results show that the proposed CNN method can
work flexibly with various input combinations. An in-depth
analysis of this will be described in Section IV-F. Notably, It is
encouraging that the improvement with calibration is much
more substantial (SBP 35.2%, DBP 21.6%) than the result
without calibration. This is due to the strong approximation
performance of CNN compared to other machine learning
methods. From an application perspective, we can expect that
the proposed method will be robust with a wearable device,
which requires personalized calibration.

E. VERIFICATION USING INTERNATIONAL STANDARDS
FOR BP MEASUREMENT GRADING CRITERIA
1) ASSOCIATION FOR THE ADVANCEMENT OF MEDICAL
INSTRUMENTATION (AAMI)
Table 3 presents the verification results of the proposed
method using CNN based estimation model with the AAMI
standard. The criteria for fulfilling theAAMI protocol are that
the test device must not differ from the mercury standard by a
mean error (ME) of≤5 mmHg or a standard deviation (STD)
of ≤8 mmHg. According to the AAMI grading criteria,
almost all of the calibration-free and calibration-based meth-
ods proposed in this study satisfy the AAMI criteria for both

TABLE 3. Verification with the AAMI standard.

TABLE 4. Verification with the BHS standard.

BSP and DBP. The standard deviation value of the SBP is
slightly over the AAMI standard limit [30].

2) BRITISH HYPERTENSION SOCIETY (BHS)
Table 4 presents the verification results of the proposed
method using CNN based estimation model with the BHS
standard. The BHS grading criteria represent the cumulative
percentage of readings falling within 5 mmHg, 10 mmHg,
and 15 mmHg of the mercury standard. All three percentages
must be greater than or equal to the values shown for a
specific grade to be awarded. The criteria for fulfilling the
BHS protocol are that devices must achieve at least grade
B (where A denotes the greatest agreement with mercury
standard and D denotes least agreement) for systolic and for
diastolic pressures. Mean arterial pressure (MAP) is defined
as the average pressure in a patient’s arteries during one
cardiac cycle. It can be calculated from the SBP and the DBP
using the formula [31]:

MAP =
SBP+ 2(DBP)

3
(7)

According to the BHS grading criteria, the proposed
calibration-free method achieved A grade in the prediction
of DBP and B grade in the prediction of MAP value. In
the case of calibration-free method, for SBP, the proposed
method achieved a grade lower than B. After considering
the calibration-based method actually in use the proposed
method achieved an A grade in DBP and a B grade in SBP
predictions. The proposed method satisfies the BHS standard
completely except for SBP in the case of calibration-free
method [30].
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F. PERFORMANCE COMPARISON BY THE INPUT SIGNAL
COMBINATIONS
The concept of estimating BP using a single biomedical
signal such as PPG or ECG that can be easily measured from
a mobile device such as a smartphone or a watch seems to
be promising. The same experiment was conducted using
a single PPG or ECG signal as the input for the develop-
ment of the wearable product. Table 5 presents the accuracy
of the experiment for different input signal combinations.
The accuracy is the best when both the time and frequency
encoders of PPG+ECG inputs are used. In the case of using
a single ECG or PPG signal, the BP prediction performance
is lower than the case of using both input signals together.
However, as shown in Table 2, this result shows superior
BP prediction performance compared with other previous
experiments using the same input signal. In all three cases
using ECG+PPG, PPG, and ECG as inputs, it can be seen
that the accuracy is higher when time and frequency signals
are used together than when only a time or a frequency signal
is used. The performance improvement due to the correlation
is larger when the time signal is used than the frequency
signal. In addition, PPG signal does not seem to be helpful
for learning when only frequency domain of PPG signal is
used. To verify this result, an ablation experiment was con-
ducted using the input combination where only the frequency
encoder of PPG is removed from the best combination (both
the time and frequency encoders of PPG+ECG inputs are
used). The accuracy of BP prediction was found to be SBP
9.60 ± 9.53 and DBP 5.14 ± 5.10 for calibration-free, and
SBP 5.98 ± 6.17 and DBP 3.81 ± 3.96 for calibration-
based, respectively. This result is worse than those of the best
combination. This result shows that any relation between time
and frequency input contributes to the improvement of BP
prediction performance. Our proposed model can learn this
relationship to improve accuracy.

TABLE 5. Performance comparison by the input signal combinations:
PPG+ECG vs. PPG vs. ECG, Time+Freq. vs. Time vs. Freq.

G. AN ABLATION STUDY OF EACH ARCHITECTURAL
COMPONENT OF EXTRACTION-CONCENTRATION BLOCKS
The ablation experiment was conducted using both the time
and frequency encoders of PPG+ECG signals together as

inputs, to verify the effectiveness of each architectural com-
ponent on the final accuracy. To verify the effectiveness of
each architectural component, we conducted three types of
experiment. First, we directly excluded the residual con-
nection inside the Extraction block to observe the network
performance. Second, we directly excluded the Extraction
block. Third, we conducted the experiment without the
Concentration block. However, if the Concentration block
is removed entirely, down-sampling will not be possible.
Hence, we switched the Concentration block to the maxpool
layer instead of directly excluding the Concentration block.
Table 6 presents the accuracy of the experiment excluding
each architectural component. When the Extraction block is
removed altogether, the drop-in accuracy is greater than when
only the residual connection inside the Extraction block is
removed. The proposed model can learn the various rela-
tionships between different neighboring pixels through the
Extraction block, which is concatenated with each output of
multiple dilated convolutions, simultaneously. Furthermore,
the use of strided convolution with a large kernel inside
the Concentration block has the greatest effect on accuracy
improvement. This result shows that considering a wide range
of multiple pixels together in the down-sampling step through
strided convolutionwith a large kernel size, instead of pooling
in the Concentration block, has a significant effect on the
improvement of accuracy.

TABLE 6. Performance comparison by excluding architectural
components of extraction-concentration blocks.

V. DISCUSSION
In this paper, we designed the filter size to consider wide
range which is different from the general filter structure
(k = 3) used mainly in the field of vision. We believe that the
large receptive field due to the wide filter size is more effec-
tive in solving the regression problem of the sequential signal
than the small receptive field of the general CNN structure.
In particular, a multi-dilated convolution based extraction
block designed to consider various values (when k = 7,
7∼25 pixels around, up to 0.2 seconds) based on a reference
pixel has played an important role in improving BP prediction
accuracy.

The proposed method can be easily applied to an on-device
application for several reasons: 1) It is possible to train
and predict BP values using a short time duration (about
8 seconds); 2) It is possible to combine various inputs such as
ECG and/or PPG signals to utilize the measurable biomedical
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signal according to the conditions of the device; 3) It uses
the raw signal as input without unique feature extraction.
Notably, an on-device application has the advantage that there
is no need for additional equipment or special conditions
(synchronization, etc.) for feature extraction.

We applied two constraints to the ABP signal, which is the
target value of prediction as a minimum refinement for proper
training. No constraints were applied to ECG and PPG used
as inputs to training. In other words, we did not exclude any
abnormal inputs for training, which allowed us to create a
model that is robust to signal measurement errors and noise.

The MIMIC II database used in this paper has several
potential limitations on performance improvements: 1) Sam-
pling rate of MIMIC II database is very low for today’s
minimum recommended 1000 Hz sampling rate [32]. It is
expected that the performance improvement will be possi-
ble when using data with a higher sampling rate. However,
it should be verified whether the proposed model structure
and data preprocessing method are still valid. If necessary,
it would be possible to propose a new model structure that is
effective for high sampling rate data through further studies.
2) It was obtained from intensive care units (ICU), which
means that the average age and BP value of subjects are
higher than average age and BP value of the total population.
Wewill conduct experiments using large amounts of unbiased
data through consultation with medical experts to improve
performance.

We propose fully convolutional networks constructed
using only 1D convolution for BP prediction. Based on the
architecture of CNN, our method has a flexibility to deal
with input variations and can predict BP without much con-
sideration of the relationship with previous sequence. Future
work will include a detailed inspection of other possible deep
architectures for potentially improving the initial results with
CNN. From a wearable application perspective, it is essen-
tial to calibrate the pre-trained model to fit each individual.
In this study, we show that the BP prediction performance
of the model is improved through basic calibration using a
public dataset. It will becomemore necessary to study precise
calibration technology which is more personalized. Future
research will focus on improving personalized BP prediction
performance by using private data on the pre-trained model
using a public dataset.

VI. CONCLUSION
In this paper, we have developed a calibration-free, cuff-
less BP prediction method based on the deep CNN model.
BPmeasurement is important in monitoring health conditions
to prevent heart disease and stroke. In this method, we can
predict BP using ECG and PPG signals that can be easily
measured through various sensors without the inconvenience
of wearing cuffs. Unlike many previous studies, we have
shown that BP can be estimated better than in previous stud-
ies by directly using raw signals without any unnecessary
preprocessing procedure to extract features from ECG and
PPG signals. The performance of this model was verified by

comparing with the accuracy of other researchers’ previous
studies and various international standards for BP measure-
ment grading criteria. Through comparison with international
standards, we confirmed that BP prediction accuracy of the
method proposed in this paper is sufficiently high to recom-
mend for clinical use.
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