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ABSTRACT When a series arc fault occurs in indoor power distribution system, current value of circuit
is often less than the threshold of the circuit breaker, but the temperature of arc combustion can be as high
as thousands of degrees, which can lead to electrical fire. The arc fault experimental platform is used to
collect circuit current data of normal work and arc fault. Five types of loads which are commonly used in
indoor distribution system, such as resistive and inductive in series load, resistive load, series motor load,
switching power load and eddy current load, are chosen. This paper uses four features of current in time
domain, i.e. current average, current pole difference, difference current average and current variance. Ten
features of current in frequency domain are extracted by Fast Fourier Transform (FFT). The learning vector
quantization neural network (LVQ-NN) is designed to judge the load type. The support vector machine
optimized by particle swarm optimization (PSO-SVM) is designed to detect the arc fault. The simulation
results show the effectiveness of the proposed method.

INDEX TERMS Arc fault, LVQ-NN, PSO-SVM, indoor power system.

I. INTRODUCTION
With the continuous increase of high-rise buildings, the scale
and capacity of indoor power distribution systems are also
rapidly expanding and the risk of electrical fires is also
increasing. Electrical fire generally refers to that high tem-
perature, arcing and so on caused by electrical line and
equipment faults lead to ignite themselves or other com-
bustible materials. According to the analysis of relevant data,
the series arc fault of the power distribution system has
become one of the main causes of electrical fires.

Arc fault detection research mainly focuses on arc
simulation model, current feature extraction and detection
algorithm. Studying these arc model is useful for under-
standing the physical nature of arc and play an active role
in detecting arc fault. Cassie and Mayr model are proposed
early [1], [2].
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The equation of Cassie model is
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where g is the conductance of the arc, u is the voltage across
the arc, τ is the arc time constant, Uc is the constant arc
voltage.

The equation of Mayr model is
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where g is the conductance of the arc, u is the voltage across
the arc, i is the arc current, τ is the arc time constant.

Cassie model is mainly suitable for large current period
before zero crossing. Mayr model is mainly suitable for
small current period when zero crossing. On the basis of
Cassie model and Mayr model, Habedank model [3], mod-
ified Mayr model [4], Schwamaker model [5], segmented arc
model [6]–[9] and so on, have been proposed.
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The main methods of current feature extraction are
Fast Fourier transform (FFT) [10], [11], wavelet transform
(WT) [12]–[16] and Chirp-zeta transform (CZT) [17]. FFT
is used to get the current amplitude spectrum and the arc
fault detection is based on the different distribution char-
acteristics of normal work and arc fault. WT mainly uses
discrete multi-scale wavelet to decompose current signals,
and chooses appropriate wavelet coefficients as detection
features of arc fault. CZT allows to perform spectral analysis
in a smaller frequency band compared with FFT. A few
load types (such as electric hand-held dill in minimum
speed) are not suitable for arc fault detection by CZT
method.

The arc fault detection algorithms mainly include BP neu-
ral network [18], support vector machine (SVM) [19], [20],
matrix coefficients [21], and quantum probability mode [22]
etc. BP neural network and SVM are often used in indoor
power distribution system. The matrix coefficients method is
to establish the relationship between input current and output
current through a transfer matrix. The matrix coefficients
depend on conductor parameters, arc fault and load types.
This method is mainly applied to aircraft arc fault detec-
tion because aircraft supply environment have fewer load
types.

Aircraft electric wire can be modeled as a transmission line
with the resistance, inductance, shunt capacitance, and shunt
conductance. In indoor power distribution system, there are
many load types, so it is not suitable to use matrix coeffi-
cients method to detect arc fault. The quantum probability
model is mainly applied to the photovoltaic power system.
Based on the calculated entropy, the model is able to differ-
entiate an arc state from a no-arc state. The model enables
arc fault detection on a plug-and-play principle, requir-
ing no prior information about the PV system in which it
operates.

This paper takes the series arc fault of indoor power distri-
bution system as the research object and studies the influence
of arc fault on the circuit current under different types of
load conditions. The current features of time and frequency
domain are extracted respectively and they have different
characteristics in normal work and arc fault state. The novel
load type and arc fault detection methods are presented and
its effectiveness is shown in several load conditions.

Learning vector quantization neural network (LVQ-NN)
is used to judge the load type. SVM optimized by parti-
cle swarm optimization (PSO-SVM) is used to detect the
arc fault. Compared with conventional SVM and BP neural
network, PSO-SVM can detect arc fault faster and more
accurately.

This paper is organized as follows. Section II provides
acquisition experiment of arc fault current under different
loads conditions. Section III provides features extraction of
time domain and frequency domain. In section IV, LVQ-NN
is used to judge the load type and PSO-SVM algorithm is
designed to identify normal work or arc fault. The block
diagram of complete description is shown as Figure 1.

FIGURE 1. The block diagram of complete description.

II. SERIES ARC FAULT EXPERIMENT
According to the international standard UL1699, the experi-
mental platform for arc fault is used to collect circuit current
data of normal work and arc fault, the load types and corre-
sponding sampling resistance, as shown in Figure 2 [23]. The
arc generator is mainly composed of a fixed carbon electrode,
a moving copper electrode, an insulating block, an insulating
clip, a lateral adjusting device and a fixed insulating base.
TDS1001C-SC of Tektronix oscilloscope and TPP0101 10X
of voltage probe are selected to complete the experiment. The
loads are that commonly used in indoor power distribution
system, such as resistive and inductive in series load, resistive
load, series motor load, eddy current load and switching
power load. The current waveform is obtained by the sam-
pling resistance method. The current waveform is shown in
Figure 3-7. The sampling resistance is 100 ohms when the
loads are resistive load, resistive and inductive load. The unit
of ordinate is 0.01A in Figure 3 and Figure 4. The sampling
resistance is 50 ohms when the loads are series motor load
and switching power load. The unit of ordinate is 0.02A in
Figure 5 and Figure 6. The sampling resistance is 1 ohmwhen
the load is eddy current load. The unit of ordinate is 1A in
Figure 7.

FIGURE 2. Schematic diagram of arc fault experiment.

III. FEATURE EXTRACTION
The circuit current data of different loads under normal work
and arc fault conditions are recorded. In order to detect arc
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FIGURE 3. Current waveform of incandescent lamp and inductor in series.

FIGURE 4. Current waveform of incandescent lamp.

FIGURE 5. Current waveform of electric drill.

FIGURE 6. Current waveform of computer.

fault accurately, the current features are extracted from both
time domain and frequency domain.

A. TIME DOMAIN FEATURE EXTRACTION
In the time domain, one cycle of current data is divided into
ten equal-length time segments. Ten segments of a cycle
not only reflect the main information of original data, but
also avoid a large amount of computation and ensure the

FIGURE 7. Current waveform of induction cooker.

real-time performance. In order to enable each data point
to express the same information, each segment is equal in
length. Four features of current in time domain, i.e. current
average, current pole difference, difference current average
and current variance, are extracted. The current average, cur-
rent pole difference and current variance respectively corre-
spond to one number in each segment and ten numbers in one
cycle. The difference average contains nine numbers in one
cycle, because it is obtained by calculating the current differ-
ence between two adjacent segments. Thirty-nine numbers is
extracted as feature values of current in time domain.

1) CURRENT AVERAGE
The current average is the average value of current in each
segment time, as shown in (3). This feature can represent
the overall distribution of current value in time domain and
reduce the influence of individual abnormal current value
(such as too large or too small current value at a point).

Iave =
1
n

n∑
i=1

Ii (3)

where n is the number of current value in one segment, Ii is
the ith current value in a time segment. The sampling interval
is 4 × 10−4s and AC frequency is 50 Hz (a cycle is 0.02s),
then 50 current values can be measured in one cycle. One
cycle is divided into 10 segments, and the corresponding 50
current values are also divided into 10 groups. So there are
5 numbers in each segment, i.e. n is 5.

2) CURRENT POLE DIFFERENCE
The current pole difference is the difference between max-
imum and minimum of current in one segment, as shown
in (4). This feature can reflect the change of current value
in a time segment.

Iran = Imax − Imin (4)

Imax is the maximum of current in one segment, Imin is the
minimum of current in one segment.

3) DIFFERENCE AVERAGE
Difference average is the average of difference between the
corresponding current values in adjacent segments, as shown
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in (5). This feature can reflect the change of current value in
adjacent two time segments.

ID =
1
n

n∑
i=1

(Ii+n − Ii) (5)

Ii represents the ith current value in the segment,
Ii+n represents that the current value of the corresponding
position in the next segment.

4) CURRENT VARIANCE
The current variance is the variance of current in one segment,
as shown in (6). This feature represents the dispersion of
current amplitude in each time segment.

Ivar = var(I1, I2, · · · In) (6)

where var( ) represents the variance of a set of data.
I1, I2, . . . , In represents all current values in one segment.

Here, the current features of incandescent lamp load circuit
is taken as an example, as shown in Figure 8. It can be seen
that the values of four features under normal work and arc
fault are obviously different and these four features can be
used to distinguish arc fault from normal work.

FIGURE 8. Feature extraction of incandescent lamp load circuit in time
domain. (a) Current average. (b) Current pole difference. (c) Difference
average. (d) Current variance.

B. FREQUENCY DOMAIN FEATURE EXTRACTION
The fast Fourier transform (FFT) is used to extract features
of current in frequency domain [24]. The frequency range
is 0∼2000Hz and divided into ten intervals. Each interval
is 200Hz. According to 50Hz frequency of AC, four ampli-
tudes are extracted by FFT every interval. The average of
four amplitudes is taken as the interval feature in order to

FIGURE 9. Feature extraction in frequency domain. (a) Incandescent lamp
and inductor in series load. (b) Incandescent lamp load. (c) Electric drill
load. (d) Computer load. (e) Induction cooker load.

reduce the computations. In total, there are ten feature val-
ues in the frequency domain. The connection of ten fea-
ture values under normal work and arc fault conditions is
drawn, as Figure 9. In the low frequency band, the current
amplitude of arc fault is higher than that of normal work
when the loads are incandescent lamp and inductor in series,
incandescent lamp and electric drill. The current amplitude
of arc fault is lower than that of normal work when the
loads are computer and induction cooker. In the high fre-
quency band, the current amplitude of arc fault is higher
than that of normal work in all loads circuits. The conclu-
sion is that the current of arc fault contains more harmonic
wave.

IV. LOAD CLASSIFICATION AND ARC FAULT DETECTION
According to different types of load circuits have different
current features, LVQ-NN is used to judge the load type and
PSO-SVM algorithm is designed to detect arc fault.
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A. LOAD CLASSIFICATION BASED ON LVQ-NN
The LVQ-NN which proposed on the basis of competi-
tive neural network is a supervised learning network with
the advantages of simple structure, strong adaptive ability
and strong classification ability [25]. The structure of the
LVQ-NN is suitable for multi-classification problems and
shown in Figure 10. There are five types of loads and all
samples are divided into five types, which belongs to the
multi-classification problem.

FIGURE 10. LVQ-NN topology structure.

The main steps of LVQ-NN algorithm are as follows.
(a) Initialize the connection weight between the compe-

tition layer and the input layer, and other network
parameters.

(b) Calculate the Euclidean distance of weight vector cor-
responding to all the competitive layer neurons and the
input vector, as (7).

L =

√√√√ m∑
i=1

(xi − wij)2 (7)

where xi represents the input vector and wij represents
the connection weight of the competing neuron.

(c) If the category of output layer neuron corresponding
to the nearest neuron is the same as actual category of
data, the weight of the competing neuron is modified
according to (8).

wnew = wold + η(x − wold ) (8)

Otherwise, the weight of the competing neuron is modified
according to (9).

wnew = wold − η(x − wold ) (9)

where wnew and wold respectively represent the corrected
weight and the weight before correction, η represents the
learning rate.

The category labels 1, 2, . . . , 5 are used to indicate the five
types of loads, such as incandescent lamp and inductor in
series, incandescent lamp, induction cooker, computer and
hand drill. The feature values of current in time domain
and frequency domain are selected as LVQ-NN inputs. The
number of features in time domain is thirty-nine and that in
frequency domain is ten.

In total, the number of features is forty-nine and the number
of network input layer nodes is forty-nine. The number of out-
put layer nodes is five which is equal to the number of
load types. After simulation trainings, the optimal number of
competitive layer nodes is determined to be fifty. The learning
rate is set to 0.05, the target error is set to 0.08 and the
maximum number of training steps is set to 200.

TABLE 1. Load classification results of LVQ-NN and BP network.

FIGURE 11. Load classification results. (a) LVQ-NN model. (b) BP network
model.

Load classification results of LVQ-NN and BP network
are shown in Table 1 and Figure 11. Training process of
LVQ-NN is shown in Figure 12. In Figure 11, the horizontal
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FIGURE 12. LVQ-NN training process.

axis represents the sample number, and the vertical axis rep-
resents the load type number. Eight groups of data for each
load type are selected as representatives, and a total of forty
groups of data are displayed. In the same type of sample,
the blue circle indicates the correct category and the red
asterisk indicates the category of network output. If the two
symbols coincide, the classification result is right. Otherwise,
the classification result is wrong. In Figure 12, the horizontal
axis represents training times, and the vertical axis represents
the mean square error. The network achieves the target error
after 66 times. The accuracy of the LVQ-NN model is 100%
when the loads are incandescent lamp and inductor in series,
incandescent lamp. The accuracy of the LVQ-NN model is
95%when the load is computer and induction cooker. In total,
the classification accuracy of LVQ-NN is 97.5%, higher than
that of BP network.

B. ARC FAULT DETECTION BASED ON PSO-SVM
SVM arising from statistical learning theory and structural
risk minimization (SRM) principles is a machine learning
algorithm of supervised classification [26], [27]. SVM can
avoid falling into the local minimum value and shows better
classification performance in the case of small and high
dimension nonlinear samples, in contrast to neural-network
basedmethods. SVM is usually designed as a binary classifier
in order to find an optimal hyperplane that can correctly
distinguish positive and negative samples. When the samples
are linearly inseparable, the concept of ‘‘soft interval’’ is
introduced, that is to say, a small number of outliers are
allowed, and relaxation variable ξ i > 0 is often added. At the
same time, a penalty factor c is needed, which represents the
tolerance of outliers. It is one of the important parameters
affecting the classification performance of SVM, as (10).

min
1
2
‖Eω‖2 + c

∑n

i=1
ξi

yi( EωT Exi + b) ≥ 1− ξi i = 1, 2 · · · , n (10)

where (xi, yi) represents the ith set of samples, ω represents
the normal vector of the hyperplane, n represents the sample
size, b is the coefficient in the hyperplane equation, c is the
penalty parameter; ξ i is the relaxation factor.

In order to transform the linear non-separable samples in
low-dimensional space into linear separable samples in high-
dimensional space, it is necessary to establish a mapping
relationship from low-dimensional space to high-dimensional
space. At the same time, in order to simplify the calcula-
tion, the kernel function is introduced. The commonly kernel
functions include linear, polynomial and radial basis function
(RBF). RBF can map features to high-dimensional space and
has less computation, as (11).

K (x1, x2) = e−g‖x1−x2‖
2

(11)

where g is the kernel parameter, which represents the width
of the function. Therefore, the classification performance of
SVM greatly depends on appropriate selection of c and g.

When the parameters c and g are selected, the conven-
tional method is that the values of c and g are taken respec-
tively with a certain step and range. The K cross-validation
(K -CV) method is used to calculate the classification accu-
racy. The sample set is divided into K groups, and each group
of sample is used as testing set once. The rest of data is
used as training set. The average of K accuracy rates is taken
as the final classification accuracy. The optimal parameters
are selected according to the best final accuracy. However,
this method has a large amount of calculations and time-
consuming. The improper selection of parameters may lead
to the unsatisfactory classification result of SVM.

In order to improve the calculation speed and classification
accuracy, PSO algorithm is used to optimize c and g. PSO is a
swarm intelligence optimization algorithm and the purpose is
to solve the optimal value by imitating the movement rule of
birds in the process of predation. The main training process
of the PSO algorithm is as follows.
(a) Determine the fitness function and generate a certain

number of particles in the feasible domain. Each parti-
cle is a potential optimal solution.

(b) Calculate the each particle value according to the fit-
ness function, and select the individual and group
extremum. Then update the position and velocity of all
particles according to (12) and (13).

Vk+1 = ωVk + c1a1(Pi − X )+ c2a2(Pg − X ) (12)

Xk+1 = Xk + Vk+1 (13)

where ω is an inertia factor that controls the iterative
velocity of particles, Vk is the velocity of the particle
in the last iteration, Vk+1 is the velocity after this
update. Pi is the individual extremum and Pg is popu-
lation extremum. c1 and c2 are non-negative constants.
r1 and r2 are random numbers between 0 and 1. Xk is
the position of particle before updated, Xk + 1 is the
position of particle after updated.

(c) Repeat the calculation process of the second step until
all particles converge to a certain point. The optimal
particle of the population can be mapped as the optimal
value of the penalty parameter c and kernel function
parameter g.
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TABLE 2. Arc fault detection accuracy of SVM, BP and PSO-SVM.

The arc fault is detected by PSO-SVM. The evolutionary
algebra of PSO is set to 200, the population size is 40,
the maximum and minimum values of the parameter c are
100 and 0.1 respectively, the maximum and minimum values
of the parameter g are 1000 and 0.1 respectively. Forty groups
of data are taken as testing samples each type of load circuit.
Then the total of training samples is two hundred groups of
data.

The parameter optimization process of incandescent lamp
and inductor in series load circuit is taken as an example,
as shown in Figure 13. It shows the changes of the optimal
fitness value and the average fitness value in the iterative
process of the PSO algorithm. The horizontal axis is the
number of training steps and the vertical axis is the fitness
value. The parameter c is equal to 0.675, and g is equal
to 13.36.

FIGURE 13. PSO iteration process (incandescent lamp and inductor in
series).

The arc fault detection results are carried out through
PSO-SVM,conventional SVM and BP network respectively,
as shown in Table 2. The detection result of computer load
circuit is shown as a representative in Figure 14. The hor-
izontal axis represents the sample number, and the vertical
axis represents the work state, i.e. 1 represents normal work
and 2 represents arc fault. The blue circle indicates the actual
work state and the red asterisk indicates the detection result of
network. If the two symbols coincide, the result is right. Oth-
erwise, the result is wrong. As can be seen from Figure 14 and
Table 2, the detection accuracy of PSO-SVMmodel is 95.5%
and it is much higher than 80% of SVM model and 69.5% of
BP model. Among them, the accuracy of PSO-SVMmodel is

100% when the loads are incandescent lamp and inductor in
series and incandescent lamp.

V. DISCUSSION
A. CURRENT CHARACTERISTICS
The normal current waveforms and arc fault current wave-
forms has different characteristics under different types of
loads conditions. The current waveform of arc fault has ‘‘zero
rest’’ characteristic under the condition of incandescent lamp
load, electric drill load and induction cooker load. When the
load is a computer, the normal current waveform also appears
‘‘zero rest’’ characteristic. The current waveform of computer
load in normal work is similar to that of incandescent lamp
load in arc fault.

B. CURRENT FEATURE EXTRACTION
The current features are extracted in time domain and fre-
quency domain, so that the current characteristics can be
better reflected. Four features of current in time domain
are current average, current pole difference, difference cur-
rent average and current variance. The current average can
represent the overall distribution of current value in time
domain and reduce the influence of individual abnormal cur-
rent value. The current pole difference can reflect the change
of current value in a certain time segment. The difference
current average can reflect the change of current value in
adjacent two time segments. The current variance represents
the dispersion of current amplitude in each time segment.
These four features can reflect the time domain character-
istics of current more completely. The current amplitude
spectrum is obtained by FFT, and the frequency range is
0-2000 Hz. AC frequency is 50 Hz and forty current ampli-
tudes are obtained. The frequency range of 0-2000 Hz is
divided into ten equal length segments, then forty ampli-
tudes are also divided into ten groups, i.e. four amplitudes
in each group. There are two reasons for calculating the
average of four current amplitudes. 1) The average value can
reflect the amplitude characteristics of each segment of data.
2) The average value in each frequency segment replaces
all the original data, which can reduce the dimension of the
network input samples and the computations.

C. THE LIMITATION OF THE PROPOSED METHOD
This study mainly focuses on arc fault detection of single
load circuit and is the preliminary to a more complete devel-
opment. The proposed method is not suitable for arc fault
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FIGURE 14. Detection results of computer load circuit. (a) PSO-SVM
model. (b) SVM model. (c) BP network model.

detection in multi-load circuit. Arc fault detection of
multi-load circuit is our next job.

VI. CONCLUSION
In this paper, the arc fault experimental platform is used to
collect circuit current data under five load types conditions
and the current features of time domain and frequency domain

are extracted. Thirty-nine numbers are extracted from four
features of current in time domain. Ten average amplitudes
are extracted as frequency domain feature. These forty-nine
numbers can more fully reflect the current characteristics of
normal work and arc fault.

The proposed method can not only detect arc fault,
but also determine which type of load circuit pro-
duces fault. The load type identification belongs to the
multi-classification problem. The LVQ-NN structure is suit-
able for multi-classification problems and can be used to
judge different types of loads. It can reflect the influence
of arc fault on current in different types of load circuits.
The problem of arc fault detection belongs to the two-
classification (normal work or arc fault) problem, so the
SVM with good performance of the two-classification is a
better choice. The classification performance of SVM greatly
depends on appropriate selection of parameters c and g.
In order to improve the calculation speed and classifica-
tion accuracy, PSO algorithm is used to optimize c and g.
PSO-SVM has higher accuracy in arc fault detection, com-
pared with BP neural network and conventional SVM.
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