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ABSTRACT Damage in the structure may lead to significant reduction in local strength. It is of great
significance to localize the damage in the early stage for integrity of the structure so as to prevent catastrophic
failure. The traditional damage detection techniques is achieved through comparing the current data with the
baseline data obtained from the healthy structure. However, the baseline data is not available as the structure
is often subjected to operational and environmental variations that may adversely affect the measurement
signals. In this paper, model identification method is adopted for crane damage detection. It only requires the
data after the structure is damaged. An improved nonlinearmodel is proposed based on the traditionalmodels.
It is denoted as RBF-BL (RBF Network based State Dependent Bilinear) model. Different damage cases are
considered in the girder of the crane. The girder is subjected to transient shock excitation. The nonlinear
model is constructed based on the vibration response signals and parameter estimation is performed. The
anomalous region is initially determined through themodel characteristic parameter. Beamforming algorithm
is then performed for precise position of the crack. Numerical simulation and experimental validation are
implemented to prove the effectiveness of the proposed model for crane damage detection without baseline
data.

INDEX TERMS Damage detection, transient shock, nonlinear model, parameter estimation, beamforming
algorithm.

I. INTRODUCTION
Crane is a significant technical equipment in industry pro-
duction in our country. As a large conveying equipment
for the throughput of loading and unloading, it is widely
utilized in metallurgy, dockyard, port and mechanical engi-
neering. Crane structure are prone to suffering progressive
damage and catastrophic failure due to cyclic load, mate-
rial aging and hostile working environment. Damage may
endanger structure’s integrity and functionality and need to
be detected in the early stage [1]. However, effective dam-
age detection strategy remains a great challenge by using
output measurement due to some limitations such as envi-
ronmental complexity and parameter uncertainty. Lopez and
Sarigul-Klijn [2] addressed the issue of uncertainty in dam-
age monitoring, diagnosis and control in flight vehicles.
Bai et al. [3] presented SFD (Scale fractal dimension)
analysis of mode shapes to detect crack in beams in
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noisy condition. Numerical and experimental results showed
that SFD analysis provides excellent ability to identify dam-
age. Qiu et al. [4] proposed on-line updating GMM (Gaussian
Mixture Model) evaluation method for aircraft wing spar
under time-varying boundary conditions. The results showed
that the method is effective for edge crack growth of the
bolt hole. Avendano-Valencia and Fassois [5] presented dam-
age diagnosis in structures characterized by time-dependent
dynamics under uncertainty. The postulated framework was
demonstrated to be capable of offering improvement in
diagnostic performance. Sueajit et al. [6] developed the
physics-based compensation model to address the influence
of varying load and temperature conditions on the sensor
signals for SHM (Structural health monitoring).

The issue of vibration-based structural health monitoring
has attracted extensive attention within engineering com-
munity for the past decades. Feature comparison through
the healthy and the damaged structures is the core of
vibration-based methods [7]. Reliable techniques capable of
detecting damage in structures in the early stage are critical
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so as to avoid catastrophic failure. Normally, existence of
damage will cause changes in the dynamic properties of the
structure such as natural frequencies, mode shape, stiffness
and so forth. The processes of structural damage detection
mainly include [8]: (1) Confirmation of existence of dam-
age in the structure; (2) Determination of damage location;
(3) Quantification of damage severity; (4) Prediction of the
remaining life of the structure.

Compared with the traditional structural damage detec-
tion methods, model identification is one of the relatively
advanced techniques. The method is to construct the math-
ematical model based on the measured data so as to extract
information and obtain the general regulation of the sys-
tem [9]. Model identification method faces great challenge
due to some limitations [10]: (1) The complicated stochastic
behavior of the system; (2) The imprecise nature of the sensed
data; (3) Quantitative assessment of the model under uncer-
tainty. The development in the field of structural damage
detection based on model identification has been recently
studied by several authors. Long James [11] used kernel
classifier based on AR (Autoregressive) model coefficient for
damage feature extraction. The method was evaluated using
vibration data from a steel frame laboratory structure under
various damage scenarios. The result showed that damage can
be detected reliably with low false alarm rate. Loh [12] took
advantage of MVAR (Multivariant Autoregressive) model
coefficients ellipse error index to locate the damage. Exper-
imental verification was carried out in the laboratory using
both ambient and seismic response of a three-story steel
structure. Shahidi [13] presented damage localization method
based on multivariate regression models and control statistics
for the steel frame. It was shown that the method has accept-
able false detection quality. Bao [14] constructed integrated
ARMA (Autoregressive Moving Average) model for health
monitoring of subsea pipeline system. Mahalanobis distance
of model parameter was served as damage index. The method
provided accurate identification of damage location with
high time efficiency. Ay and Ying [15] adopted self-fitting
ARMAX (Autoregressive Moving Average with Exogenous
Input) model and multi-sensor data fusion for steel frame
structure subjected to various bolt connection damage scenar-
ios. The result suggested that the method can be employed
as an efficient damage identification tool. Ying et al. [16]
developed calibrated ARMAXmodel to identify damage sce-
narios through model updating process using clonal selection
algorithm for steel pipe. Numerical simulation and exper-
iment confirmed the application potential of the method.
Sakaris et al. [17] discussed VFP-ARX (Vector Depen-
dent Functionally Pooled ARX) model. The effectiveness
of the method was experimentally demonstrated through
the laboratory spatial truss using a single pair of ran-
dom excitation-response signals. Liujie and Ling [18]
studied GARCH (Generalized Autoregressive Conditional
Heteroscedasticity) model based on the existing linear mod-
els. The performance of the method was evaluated by
the three-story building structure provided by LANL (Los

Alamos National Laboratory). The analysis illustrated that
the approach can effectively estimate nonlinear damage with
higher accuracy. Shiki et al. [19] applied Volterra model
to monitor the prediction error of the reference model
and represent the behavior of the magneto-elastic system.
Cheng et al. [20] proposed Volterra kernel function to detect
crack in the beam. The result showed that the indicator was
sensitive to the crack.

The literatures above discussed the existing structural dam-
age detection method based on model identification. It is
obvious that specialists and researchers have accumulated
abundant knowledge and experience on damage identifica-
tion. Nevertheless, the traditional damage detection tech-
niques often require comparison with the baseline data of
the structure. Normally, the baseline data is recorded when
the structure is without damage. It is difficult to obtain the
baseline data due to the difference between the numerical
simulation and the actual structure. Gao et al. [21] employed
two-dimensional GSM (Gapped Smoothing Method) with
statistical noise suppression. Experimental study on the steel
plate demonstrated the effectiveness of the proposed index.
However, it was found that GSM depends on the mea-
surement mesh of the structure. Ravanfar et al. [22] intro-
duced genetic algorithm and relative wavelet packet entropy
for beam-like structures without baseline. The efficiency of
the method was dependent on mother wavelet function and
decomposition level. Mikami Shuichi et al. [23] presented
the non-baseline approach in beam structures. The dynamic
signals were decomposed into the wavelet packet compo-
nents. The power spectrum of each component was estimated
to indicate damage. Liu [24] studied a laser nonlinear wave
modulation spectroscopy so that damage can be detected
without any sensor placement. The proposed method was
successfully used for visualizing crack. The limitation of the
method was that the high power laser should be treated with
extreme caution to avoid laser-induced damage.

In this paper, model identification method for crane dam-
age detection is presented. It only requires the data after the
structure is damaged. The layout of the paper is as follows:
In Section 2, an improved nonlinear model is proposed based
on the traditional linear and nonlinear models. It is denoted
as RBF-BL model. Model parameter estimation algorithm
is then presented. In Section 3, damage detection method
without baseline data for the proposed model is introduced.
In Section 4, numerical simulation is performed to verify the
effectiveness of the proposed model for crane damage iden-
tification. The anomalous region is firstly determined. Then
precise position of the crack tips is implemented. In Section 5,
experimental validation is carried out on the crane testing
platform to further analyze the applicability of the proposed
method.

II. BASIC THEORY
A. RBF-BL MODEL
Time series is a sequence of observations of the variable over
time. The constructed time series model for the system can
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be generally expressed in the following form

xt= f (xt−1, xt−2, · · · , xt−n, at−1, at−2, · · · , at−m)+at
(1)

where xt is the output at time point t, at is the residual error,
n and m are the model orders, f (·) is the unknown mapping.
The mathematic model based on time series reflects that the
current state of xt is the function of the past state of xt and at .
RBF-AR model is a typical nonlinear model and can be

written as follows

xt =
p∑
i=1

φi (Xt−d ) xt−i + at (2)

φi (Xt−d ) =
m∑
k=1

αik exp
(
−λk ‖Xt−d − ck‖22

)
(3)

where Xt−d = (xt−1, xt−2, · · · , xt−d ). {ck} are RBF neu-
ral network centers, {λk} are scale factors, m is the num-
ber of hidden layers, {αk} are model coefficients. RBF-AR
model was explored for modeling and forecasting the Cana-
dian lynx data[25]. It was found that RBF-AR model can
reflect the phenomenon of phase and density dependencies.
GRBF-AR (Gradient RBF-AR) model was used for Mackey-
Glass chaotic data[26]. It was shown that GRBF-AR model
can achieve more parsimonious structure and better predic-
tion performance.

Generally, the forms of linear models are single, while
that of nonlinear models are diverse. Based on traditional
linear and nonlinear models, an improved nonlinear model
is proposed. The expression is denoted as follows

xt

=

p1∑
i=1

φx,i
(
Xt−d1

)
xt−i +

p2∑
j=1

φa,j
(
At−d2

)
at−j

+

p3∑
j=1

p4∑
i=1

φxa,ij
(
XAt−d3,t−d4

)
xt−iat−j + at (4)

φx,i
(
Xt−d1

)
=

m1∑
k=1

αx,ik exp
(
−λx,k

∥∥Xt−d1 − cx,k∥∥22) (5)

φa,j
(
At−d2

)
=

m2∑
k=1

αa,jk exp
(
−λa,k

∥∥At−d2 − ca,k∥∥22) (6)

φxa,ij
(
XA t−d3,t−d4

)
=

m3∑
k=1

αxa,ijk exp
(
−λxa,k

∥∥XA t−d3,t−d4 − cxa,k
∥∥2
2

)
(7)

where

Xt−d1 =
(
xt−1, xt−2, · · · , xt−d1

)
,

At−d2 =
(
at−1, at−2, · · · , at−d2

)
,

Xt−d3 =
(
xt−1, xt−2, · · · , xt−d3

)
,

At−d4 =
(
at−1, at−2, · · · , at−d4

)
,

XAt−d3,t−d4 =
(
Xt−d3 ,At−d4

)
.

It can be observed that the proposed model is estab-
lished on the basis of RBF neural network.

{
cx,k , ca,k , cxa,k

}
are RBF neural network centers,

{
λx,k , λa,k , λxa,k

}
are

scale factors, {m1,m2,m3} is the number of hidden layers,{
αx,ik , αa,jk , αxa,ijk

}
are model coefficients. Then RBF net-

work center matrix c = {cx , ca, cxa}, scale factor vector λ =
{λx , λa, λxa} and coefficient vector α = {αx , αa, αxa} can be
further obtained. The proposed model is called as RBF-BL
(RBF network based state dependent bilinear) model. Take
p = [p1, p2, p3, p4], d = [d1, d2, d3, d4], m = [m1,m2,m3],
The model can be denoted as RBF-BL(p,d,m).

It can be found that both similarity and difference exist
between RBF-AR model and RBF-BL model. For RBF-AR
model, a set of RBF networks based on Xt−d are established
to form the state-dependent functional coefficients of AR
model. For RBF-BL model, RBF networks are established
based on Xt−di and At−dj (i=1,3,j=2,4). It further considers
the interaction between RBF networks and the regression of
xt and at .

The proposed RBF-BL model mentioned above is estab-
lished on the basis of the output signal of single measurement
point. In actual occasion, relationship exist among the output
signals of several measurement points. Therefore, multivari-
ant model should be considered. Assume the number of the
measurement points is N. The formula is denoted as

xlt =
N∑
l=1

p1∑
i=1

φx,i
(
Xl,t−d1

)
xl,t−i+

N∑
l=1

p2∑
j=1

φa,j
(
Al,t−d2

)
al,t−j

+

N∑
l=1

p3∑
j=1

p4∑
i=1

φxa,ij
(
XAl,t−d3,t−d4

)
xl,t−ial,t−j+alt (8)

B. PARAMETER ESTIMATION
It is essential to analyze and discover patterns and
causality for model parameter estimation. MGS (Modified
Gram-Schmidt) based VP (Variable Projection) algorithm
was introduced for SNLLS (Separable Nonlinear Least
Squares) problem of RBF-AR model[27]. Regularized
VP algorithm was employed for several models[28]. The
result showed the robustness of VP algorithm in statistical
modeling. However, as RBF-BL modeling is beyond SNLLS
problem, VP algorithm is not applicable.

For RBF-BLmodel, the estimated parameters include RBF
centers, scaling factors and model coefficient vector. As for
the initialization of RBF centers, randomly select Xt−di =(
xt−1, xt−2, · · · , xt−di

)
(i=1,2,3,4,t=n+1,n+2,. . . ,T) in the

vector space according to the number of the hidden layers,
n is the maximum between the vector p and d, T is the
length of the time series. Then use the following formulas
to determine the initial value of scaling factors[29].

λx,k = −lnεx/max
t

(∥∥Xt−d2 − cx,k∥∥22) (9)
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λa,k = −lnεa/max
t

(∥∥At−d2 − ca,k∥∥22) (10)

λxa,k = −lnεxa/max
t

(∥∥XAt−d3,t−d4 − cxa,k∥∥22) (11)

where ε = {εx , εa, εxa} are the uniformly distributed random
numbers that satisfies ε ∼[0.0001,0.01]. The initial values for
model coefficient vector can be set as the random numbers
that are uniformly distributed in the range [−1, 1].

Take all the identified parameters of themodel as the vector
ϕ and sum of squares of the model residuals as the objective
function. The objective function V (ϕ) is defined as

V (ϕ) = ‖F (ϕ)‖22 (12)

In Equation(12), F (ϕ) = (an+1, an+2, · · · , aT ). Parameter
estimation problem is transformed into objective optimiza-
tion. The expression is as follows

ϕ̂ = arg min
ϕ

V (ϕ) (13)

The iteration step is assumed as κ . The Jacobian matrix of
F (ϕκ) with respect to ϕκ is denoted as

J
(
ϕκ
)
=
(
∂F

(
ϕκ
)/
∂ϕκ

)T (14)

The updating formula of parameter vector ϕκ is

ϕκ+1 = ϕκ +1ϕκ (15)

The vector 1ϕκ can be obtained from the solution to the
equation as follows[

J
(
ϕκ
)T J (ϕκ)+ δk I]1ϕκ = J

(
ϕκ
)T F (ϕκ) (16)

where δκ controls the change in1ϕκ . Update the parameters
repeatedly until the iteration reaches the maximum number.

III. DAMAGE DETECTION WITHOUT BASELINE DATA
It is known that the traditional structural damage detection
techniques rely on the data before and after damage. The
data before damage is taken as the baseline data. Damage
can be identified through comparing the current data from
the damaged state with the baseline data. Nevertheless, since
the environmental and operational conditions such as tem-
perature, moisture and noise may exert adverse influence
on the collected data and lead to false alarms, it is difficult
and impractical to obtain the baseline data from the healthy
structure. Therefore, reference-free damage detectionmethod
should be considered. It only needs the data after the structure
is damaged. The wavefield will be formed as the measure-
ment signals propagate in the structure. The nonlinear model
is established on the basis of the measurement signals. As the
propagating wavefield encounters the defect such as crack
and delamination, model feature parameters derived from
the measurement signals will be influenced accordingly. For
the damaged structure, damage exhibits local abnormality
and most of the areas are still in healthy state. Therefore,
substantial difference inmodel feature parameters in the dam-
aged area and the healthy area will be reflected. In this way,

damage can be diagnosed and visualized without the prior
knowledge obtained from the pristine condition.
The flowchart of RBF-BL model identification for struc-

tural damage detection is shown in Figure 1. Firstly, RBF-BL
model is established on the basis of the measurement data and
parameter estimation is performed. Next, model postprocess-
ing is performed to extract characteristic parameter for dam-
age index. Then preliminary determination for approximate
anomalous area is carried out according to the damage index.
Finally, further analysis for abnormal area is implemented to
realize damage precise localization based on beamforming
algorithm.

FIGURE 1. Flowchart of RBF-BL model identification for damage
detection.

In order to realize reference-free damage detection, the
transducers used for collecting the measurement signals are
arranged in the form of similar paths which display spatially
uniform features. Schematic of damage detection without
baseline data is shown in Figure 2. The nonlinear mathemati-
cal model is established on the basis of the measurement sig-
nals of the similar paths and the model characteristic parame-
ters can be obtained. For RBF-BLmodel, the identifiedmodel
parameters c = {cx , ca, cxa}, λ = {λx , λa, λxa} and α =
{αx , αa, αxa} can be determined through parameter estimation
algorithm described in Section 2.2. As the model parameters
are obtained, the delay of xt and at can be considered as
variables. For exponent function exp(x), it is known that the

FIGURE 2. Schematic of damage detection without baseline data.
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Taylor series expansion can be described as follows

exp (x) = 1+ x +
x2

2!
+ · · · =

+∞∑
i=0

x i

i!
(17)

Based on the identified RBF-BL model, substitute
−λx,lk

∥∥Xl,t−d1 − cx,lk∥∥22, −λa,lk ∥∥Al,t−d2 − ca,lk∥∥22 and

−λxa,lk
∥∥XAl,t−d3,t−d4 − cxa,lk∥∥22 for the variable x. The Tay-

lor expansion order is 2. Combine the similar terms based on
the delay of xlt and alt to obtain Equation(18).

xlt =
px∑
j=1

nx j∑
ij=1

· · ·

nx 1∑
i1=1

βlx,i1,··· ,ij

j∏
τ=1

xl,t−iτ

+

pa∑
j=1

na j∑
ij=1

· · ·

na 1∑
i1=1

βla,i1,··· ,ij

j∏
τ=1

al,t−iτ

+

qa∑
r=1

ma r∑
kr=1

· · ·

ma 1∑
k1=1

qx∑
j=1

mx j∑
ij=1

· · ·

mx 1∑
i1=1

βlxa ,i1,···ij,k1,···kr

r∏
η=1

j∏
τ=1

xl,t−iτ al,t−kη

+ alt (18)

where {px, pa, qx, qa} are orders of the polynomial expres-
sion,

{
nxj, naj,mxj1 ,maj2

}
are memory steps for every sub-

system. It is obvious that the derived approximate equivalent
model in Equation(18) reflects the interaction of the past state
of xlt and alt . The coefficient vectors of the terms containing
the delay of xlt are extracted and taken as the derived model
feature parameter βl . The expression can be denoted as fol-
lows

βl =


px∑
j=1

nxj∑
ij=1
· · ·

nx1∑
i1=1

βlx,i1,···ij ,

qa∑
r=1

mar∑
kr=1
· · ·

ma1∑
k1=1

qx∑
j=1

mxj∑
ij=1
· · ·

mx1∑
i1=1

βlxa,i1,···ij,k1,··· ,kr


T

(19)

For all the selected N measurement points, the model feature
parameter matrix β can be expressed as

β = [β1, β2, · · · , βl, · · · , βN ] (20)

The damage index is defined as the Euclidean distance of βi
and βj for the similar paths. The formula can be described as
follows

Dk =
(
βi − βj

)T (
βi − βj

)
(21)

where i and j are the series numbers of the measure-
ment points in the similar path, k=1,2,. . . ,N/2. The damage
index vector D for all the similar paths can be obtained in
Equation(22).

D =
[
D1,D2, · · ·Dk , · · · ,DN/2

]
(22)

Then Dk can be normalized as

Dk =
Dk
‖D‖2

(23)

Therefore, damaged area can be approximately identified by
analyzing the model feature parameters from the measure-
ment signals for each similar path.

MUSIC (Multiple Signal Classification) is a typical beam-
forming algorithm that can be effectively utilized for dam-
age precision localization. It is used in conjunction with the
sensor array to provide spatial filtering so as to enhance
specific direction signal and improve the signal in the target
resolution. The basic idea of beamforming algorithm is to
reconstruct the power spectrum map through scanning the
points in the given space [30]. The local maximum location
in the power spectrum map can be identified as the location
of the damage. MUSIC algorithm is used to estimate the
damage source based on the eigenvalue decomposition of the
correlationmatrix of the signal [31], [32]. As seen in Figure 3,
the uniform linear array consisting ofM sensors is arranged in
the structure. The distance between the neighboring sensors
is d. rk (k=1,2,. . . ,M) is the distance between the damage and
the sensor. Sensor 1 is assumed as the reference sensor. θ is
the direction angle of the connection line between the damage
and the reference sensor with respect to horizon axis.

FIGURE 3. Schematic of beamforming algorithm.

Take the derived model feature parameter βl(l = 1,
2, . . ., M) as the input and the output sl under the near-field
situation can be expressed as

sl (k, i) =
rk
r1
βl (i) exp (−jωτk)+ el (k, i) (24)

τk =
rk − r1
v

(25)

where ω is the center frequency, τk is the arriving time
difference between sensor k and the reference sensor, ek is the
background noise, i=1,2,. . . , L. L is the length of βl . Based
on cosine theorem, rk can be calculated as

rk =
√
r21 + (k − 1)2 d2 − 2r1 (k − 1) d cos θ (26)

The array steering vector is denoted as

g (rk , θ) =
rk
r1

exp (−jωτk) =
rk
r1

exp
(
−jω

rk − r1
v

)
=

rk
r1

exp
(
−j

2π (rk − r1)
λ

)
(27)
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In equation(27), v is the wave propagation speed, λ is wave-
length. The matrix form of Equation(24) can be expressed as

s1(1, i)
s2(2, i)
...

sl(k, i)
...

sM (M , i)


=



g (r1, θ)
g (r2, θ)

...

g (rk , θ)
...

g (rM , θ)


βl (i)+



e1(1, i)
e2(2, i)
...

el(k, i)
...

eM (M , i)


(28)

The vector form of Equation(28) can be expressed as

Sl (i) = G (r, θ) βl (i)+ El (i) (29)

Sl = G (r, θ) βl + El (30)

where

G (r, θ)= [g(r1, θ), g(r2, θ), · · · , g(rk , θ), · · · g(rM , θ)]T

(31)

El (i)= [el(1, i), el(2, i), · · · , el(k, i), · · · , el(M , i)]T

(32)

Sl (i)= [sl(1, i), sl(2, i), · · · , sl(k, i), · · · , sl(M , i)]T

(33)

βl = [βl (1) βl (2) · · ·βl (i) · · ·βl (L)] (34)

The covariance matrix RS of the output is

RS =

M∑
l=1

SHl Sl

ML
(35)

RS = U3UH
= US3SUH

S + UN3NUH
N (36)

where 3 = diag [µ1, µ2, · · · , µM ], U = [v1, v2, · · · , vM ],
US and UE respectively denote the signal subspace and the
noise subspace spanned by the eigenvector matrix, H is the
complex conjugate transpose. In ideal occasion, the signal
subspace US and the noise subspace UE are orthogonal, and
the subspace spanned by array steering vector G (r, θ) are in
the same subspace with US . The expression can be denoted
as

GH (r, θ)UN = 0 (37)

In actual occasion, the condition in Equation(37) can’t be
satisfied due to uncertainty factors. For the whole scanned
area, the spatial spectrum P (r, θ) can be calculated as

P (r, θ) =
1

GH (r, θ)UEUH
E G (r, θ)

(38)

As the spatial spectrum achieves the maximum value, the cor-
responding position is the damage source.

IV. NUMERICAL SIMULATION
The finite element model of the crane structure is established
through ANSYS software and shown in Figure 4. It is com-
posed of the supporting frame and the girder. The girder is
the key component of the crane. It is welded together by top

FIGURE 4. Finite element model of the crane.

TABLE 1. Locations of crack tips for each damage case.

cover plate, bottom cover plate, left web plate and right web
plate. The girder is made of steel and the material properties
are as follows: Young modulus 210GPa, density 7800kg/m3

and Poisson ratio 0.3. The dimensions of the girder are length
L=1.5m, width W=50mm and height H=100mm. Local
coordinate is established according to the dimensions of the
girder. The variation ranges are [0, L], [0, W], [0, H] in x, y, z
direction. The boundary condition is that the bottom surface
of the supporting frame is fixed at all directions.

In this paper, four damage cases are considered for the
crane structure. The crack tips for each damage case are
listed in Table 1. Eight measurement points are uniformly dis-
tributed in each component of the girder. The distribution of
the measurement points is shown in Figure 5. The solid dots
represent the measurement points in top cover plate and left
web plate, while the hollow dots represent the measurement
points in bottom cover plate and right web plate. Coordinate
of the measurement points is listed in Table 2. Mesh division
is performed for the finite element model of the crane. The
element type is shell93. Schematic and mesh magnification
of the crack for case 1 and case 3 are shown in Figure 6 and
Figure 7. As the crack is subjected to the transient shock
excitation, it will experience the state of opening and closing.
The nonlinear effect of breathing crack can be observed in
the output response. As nonlinear model has the ability to
describe the nonlinear behavior of the structure, it is feasible
for analyzing the nonlinear response caused by breathing
crack. The Hanning windowed sinusoidal tone burst function
is a typical transient shock excitation and selected as the
alternating loading. The formulation of the excitation signal
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FIGURE 5. Positions of the measurement points in each component of
the girder.

TABLE 2. Coordinate of the measurement points.

FIGURE 6. Schematic of the crack.

is described in Equation(39).

E (t) = A (1− cos (2π ft/n)) sin (2π ft) (39)

where A is the amplitude, f is the center frequency, t is the
time point, n is the cycle number. Set A=100N, f=50kHz,
n=5. After the excitation is canceled, it will expire till
0.5ms. The shock excitation loading is shown in Figure 8.
The excitation points are localized in the center line of
top and bottom cover plate. The coordinates are (0.4,0,0.1),
(1.1,0,0.1), (0.4,0,0), (1.1,0,0) in sequence. The vibration
response signals of the measurement points can be obtained
under the transient shock excitation. Two-input-two-output
RBF-BL model can be established based on the spatial sym-
metric distribution of the measurement points. The similar
paths can be composed of the matched measurement points

FIGURE 7. Mesh magnification of the crack.

FIGURE 8. Shock excitation loading.

TABLE 3. Similar path composed of the matched measurement points.

and are listed in Table 3. The vibration response signals of
measurement point T1 and T2 for damage case 1 is shown
in Figure 9.

For RBF-BL model, the number of the identified param-
eters is influenced by the model orders and the number
of hidden layers. In addition, as the initial values of the
parameters include many random numbers, the results of the
identified parameters are different for each time even though
the model orders and the number of hidden layers are fixed.
Therefore, Monte Carlo trials can be adopted so as to deal
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FIGURE 9. Vibration response signals of measurement point T1 and T2 for
damage case 1.

TABLE 4. Selection of the model orders and the number of hidden layers.

TABLE 5. RMSE of the residual errors for each group.

with parameter uncertainty and evaluate the performance of
RBF-BL model. Take damage case 1 for example, RBF-BL
models are established on the basis of the vibration signals
of similar paths T1-T5 and T2-T6. Monte Carlo trials with
20 runs are performed. Selection of the model orders and the
number of hidden layers is listed in Table 4. Mean values of
the residual errors for Monte Carlo trials can be obtained.
RMSE (Root Mean Square Error) of the residual errors for
each group is listed in Table 5. It can be observed that the
influence of themodel orders and the number of hidden layers
on RMSE of the residual errors is less. Therefore, the first
group of the model orders and the number of hidden layers is
considered for measurement modeling for each damage case.

FIGURE 10. Damage index for each crack case.

The damage index in Equation (23) for all the crack cases
is illustrated in Figure 10. For damage case 1 (Figure 10(a)),
it is shown that the crack is in the area of the matched

184650 VOLUME 7, 2019



B. Li, F. Xu: Nonlinear Model Identification Method for Crane Damage Detection Without Baseline Data

TABLE 6. Coordinate of the measurement points in the damaged area for
each damage case.

measurement points T2-T6 in the top cover plate. For damage
case 2 (Figure 10(b)), it can be deduced that the crack is in
the region near the path B3-B7 in the bottom cover plate. For
damage case 3 (Figure 10(c)), it is illustrated that the crack is
located in the vicinity of the matched points L4-L8 in the left
web plate. For damage case 4 (Figure 10(d)), it is indicated
that the crack is positioned in the area of the path R1-R5 in
the right web plate. Therefore, the approximate damaged area
can be effectively determined through the proposed model for
the cracks in different components of the girder.

As the approximate abnormal region for each damage case
is determined, precise crack positioning is then carried out.
Coordinate of the measurement points in the damaged area
for each damage case is shown in Table 6. The processes of
precise crack positioning can be described as follows:
Step 1: In the damaged area, the measurement points below

the center line are assumed as M1 to M4 and that above the
center line are assumed as M5 to M8. Four similar paths can
be formed in the sequence of M1-M5, M2-M6, M3-M7 and
M4-M8. RBF-BL models are established for the vibration
signals of each similar path.
Step 2: RBF-BL model postprocessing is carried

out to obtain the derived model feature parameter
βl(l = 1, 2, . . . , 8).
Step 3: According to the location of the bottom and the

top measurement points and the corresponding βl , virtual
expansion is carried out to form VULA-1 and VULA-2
(Virtual Uniform Linear Array) through spline interpola-
tion in order to improve damage identification precision.
They include 16 measurement points at h=2cm interval.
The measurement points for VULA-1 and VULA-2 are
respectively assumed as M1’, M2’,. . . , M16’ and M17’,
M18’,. . . , M32’ in sequence. The corresponding derived
model feature parameter is assumed as β l (l = 1, 2, . . . , 32).
Step 4: Relative change γl1 and γl2 in the derived model

feature parameter for each similar path are calculated accord-
ing to Equation(40) and (41).

γl1 (i) =
β l1 (i)− β l2 (i)

β l1 (i)
(40)

γl2 (i) =
β l1 (i)− β l2 (i)

β l2 (i)
(41)

where l1 and l2 are the series numbers of the mea-
surement points in the similar path, l1 = 1, 2, . . . , 16,
l2 = 17, 18, . . . , 32.
Step 5: Substitute γl1 and γl2 for βl in Equation(24) respec-

tively and MUSIC beamforming algorithm is implemented.
Finally the spatial spectrum for VULA-1 and VULA-2 in the
scanning area can be obtained.
Step 6: The polar coordination is transformed into rect-

angular coordination. For damage case 1 and 2, the expres-
sion is:

x = r cos (θ)+ bx (42)

y = r sin (θ)+ by (43)

For damage case 3 and 4, the expression is:

x = r cos (θ)+ bx (44)

z = r sin (θ)+ bz (45)

where bx , by and bz are the coordination of the reference
sensor in the direction of x, y and z in the damaged area. If the
transformed rectangular coordination is within the range of
the damaged area listed in Table 6, it will be retained, other-
wise it will be canceled.
Step 7: For VULA-1 and VULA-2, the crack tips can be

respectively obtained according to the peak values of the
spatial spectrum. Finally, the fused crack tips can be obtained
by averaging the ones for VULA-1 and VULA-2. As the
fused crack tips are obtained, the spatial spectrum between
the crack tips can be calculated through line interpolation.
Step 8: The spatial spectrum for VULA-1 and VULA-2 are

averaged and then normalized so as to obtain the fused spatial
spectrum in the damaged area.

Spatial spectrum and crack imaging for each damage case
are shown in Figure 11 and Figure 12. It is shown that the
spatial spectrum peak gets more sharp in the crack area than
that in other area. In addition, the gratin lobes show up at
other undesired area besides the main lobe. The result of
the identified crack tips is listed in Table 7. The relative
error between the identified and the actual locations of crack
tips is shown in Table 8. The maximum relative error is
0.600 for damage case 2. It can be observed that the pre-
dicted crack parameters are in good agreement with the actual
ones.

In order to investigate the robustness of MUSIC algorithm
in dealing with uncertainty, random noise with different vari-
ances σ 2 is considered. Take σ 2

= 0.1, 0.2, 0.3, 0.4, 0.5, 0.6
in sequence. Monte Carlo trials with K=20 runs are
performed for each noise level. For damage case 1 and case 2,
the corresponding RMSE is defined as

RMSE=

√√√√√ 1
K

2∑
i=1

K∑
j=1

[(
x∗i −x̂i,j
x∗i

)2

+

(
y∗i −ŷi,j
y∗i

)2
]

(46)
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FIGURE 11. Spatial spectrum for each damage case.

For damage case 3 and case 4, the corresponding RMSE is
defined as

RMSE=

√√√√√ 1
K

2∑
i=1

K∑
j=1

[(
x∗i −x̂i,j
x∗i

)2

+

(
z∗i −ẑi,j
z∗i

)2
]

(47)

FIGURE 12. Crack imaging for each damage case.

where
(
x∗i , y

∗
i

)
and

(
x∗i , z

∗
i

)
are the real value of the ith crack

tip,
(
x̂i,j, ŷi,j

)
and

(
x̂i,j, ẑi,j

)
are the estimated value of the ith

crack tip in the jth Monte Carlo trial. RMSE for each damage
case with different noise levels is shown in Figure 13. It can
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TABLE 7. Identified crack tips for each damage case.

TABLE 8. Relative error between the identified and the actual crack tips
for each damage case.

FIGURE 13. RMSE for different noise levels.

be observed that the change in RMSE is more dramatically
for case 1, while it is relatively stable for case 3.

V. EXPERIMENTAL VALIDATION
In order to verify the applicability of the proposed model
identification method for crane damage detection without
baseline data, the experiment is further implemented. The
crane testing configuration is shown in Figure 14. The girder
ismade of steel. The bottom surface of the supporting frame is
fixed at all directions. The girder specimens for the four crack
cases are shown in Figure 15. The geometry of each girder
specimen is 1.5m×50mm×100mm. The material properties
and the crack locations are the same as that in simulation. The
main differences between the simulation and the experiment
can be summarized as follows:

(1) It is obvious that the finite element model of the crane
structure is simplified. It only includes the supporting frame
and the girder. For the experiment, the girder and the support-
ing frame are connected through several sleeves and bolts.
In addition, more components are added including the motor,
the wire rope and the weight.

(2) In the finite element simulation, the excitation points
and the response measurement points are the nodes through
mesh division. The shock excitation is applied artificially,

FIGURE 14. Experimental configuration.

FIGURE 15. Girder specimens with crack.

then the vibration response can be obtained through transient
analysis. In the experiment, the shock excitation is controlled
by the motor. The motor is responsible for hoisting and
discharging the weight and the transient impulsive loading
is then generated. The vibration response signals can be
obtained through the vibration acquisition instrument and the
acceleration sensors. The schematic of the vibration acquisi-
tion instrument and the sensors are shown in Figure 16 and
Figure 17.

The processes of the experiment can be described as
follows:
Step 1: Take the first girder specimen on the supporting

frame of the crane and fix it through sleeves and bolts.
Step 2: The measurement points in the girder specimen

are connected to the channels of the vibration acquisition
instrument through the acceleration sensors, the magnetic
bases and the cables.
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FIGURE 16. Vibration acquisition instrument.

FIGURE 17. Schematic of acceleration sensor.

Step 3: The motor and the weight are taken in the middle of
the girder. The acceleration signals are collected as the motor
is hoisting and discharging the weight.
Step 4: Upload the first girder specimen, then take the

remaining three girder specimens on the supporting frame
in sequence and collect the acceleration signals according to
Step 2 and Step 3.

The vibration response signals in the process that the motor
is hoisting the weight is used for analysis. The length of the
vibration signals is 1000. The vibration signals of channel 1
and channel 2 for damage case 1 is shown in Figure 18.
Distinction can be observed in the vibration signals in the
experiment through comparisonwith that in the finite element
simulation. In the finite element simulation, the ideal occa-
sion is considered and the analysis is simplified. The excita-
tion with high center frequency is applied. The corresponding
acceleration response is of regularity. In the experiment,
the actual occasion such as environmental and operational
uncertainty conditions should be considered. The shock exci-
tation is unavailable and controlled by the motor. There-
fore, the acceleration response exhibits obvious stochastic
volatility.

FIGURE 18. Vibration response signals of channel 1 and channel 2 for
damage case 1.

RBF-BL models are established for the vibration signals
of each similar path. The damage index in Equation (23) for
all the crack cases is illustrated in Figure 19. For damage
case 1 (Figure 19(a)), it can be indicated that the crack is
in the area between T2 and T6 in the top cover plate. For
damage case 2 (Figure 19(b)), it can be deduced that the crack
is located near the path B3-B7 in the bottom cover plate. For
damage case 3 (Figure 19(c)), it is reflected that the crack
is positioned in the vicinity of the matched points L4-L8 in
the left web plate. For damage case 4 (Figure 19(d)), it is
illuminated that the crack is in the region neighboring to the
path R1-R5 in the right web plate. Therefore, as the crack is
located in different components of the girder, the anomalous
region can be effectively confirmed through the proposed
model.

As the initial positioning for each damage case is finished,
precise positioning of the crack parameters is then performed.
RBF-BL models are constructed for the vibration signals of
each similar path in the damaged area. Spatial spectrum and
crack imaging for each damage case are shown in Figure 20
and Figure 21. It can be observed that the cracks can be
detected through the spatial spectrum peak in spite of the
disturbing side lobes. The result of the identified crack tips
is listed in Table 9. The relative error between the identified
and the actual locations of crack tips is shown in Table 10.
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FIGURE 19. Damage index for each crack case.

The largest relative error is 0.500 for damage case 1 among
all the cases. The result clearly proves the capability of the

FIGURE 20. Spatial spectrum for each damage case.

proposed nonlinear model identification method for different
crack cases without the data in healthy state.

Take noise variances σ 2
= 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 in

sequence. Monte Carlo trial with K=20 runs are performed
for each noise level. RMSE with different noise levels for
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FIGURE 21. Crack imaging for each damage case.

each damage case is shown in Figure 22. It is shown that the
change in RMSE is obviously acute for case 1, while it is
relatively steady for case 3.

TABLE 9. Identified crack tips for each damage case.

TABLE 10. Relative error between the identified and the actual crack tips
for each damage case.

FIGURE 22. RMSE for different noise levels.

VI. CONCLUSION
This paper investigates model identification method for crane
damage detection without baseline data. The limitations of
the traditional structural damage detection methods are pre-
sented. An improved nonlinear model called RBF-BL model
is proposed based on the traditional models. The non-baseline
damage detection can be realized through comparison of the
model characteristic parameters of the signals from along
similar paths. Crack cases in each component of the girder
of the crane are considered. The approximate damaged area
is firstly determined through analysis of the model feature
parameters. Then precise position of the crack tips is obtained
through MUSIC beamforming algorithm. Numerical simula-
tion and experimental validation are implemented to prove
the feasibility of nonlinear model identification method for
crane damage detection. The result shows that the predicted
crack tips are in good agreement with the actual crack tips
for different damage cases. Therefore, the proposed nonlinear
model identification method can be effectively used for crane
damage detection and make up the deficiency of requiring the
data from the healthy structure.
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