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ABSTRACT Benefitting from continuous progress in computer architecture and computer vision algorithms,
the visual tracking field has earned its rapid development in recent years. This paper surveys this interesting
field through bibliographic analysis on the Web-of-Science literature from 1990 to 2019. Specifically,
statistical analysis methods are used to obtain the most productive authors and countries/regions, the most
cited papers, and so on. In order to realize an in-depth analysis, the co-authors, co-keywords and keyword-
author co-occurrence networks are built to intuitively exhibit the evolution of research hotspots and the
collaboration patterns among world-wide researchers. Brief introductions of the topics that occur frequently
in co-keywords networks are provided as well. Furthermore, existing challenges and future research
directions within the visual tracking field are discussed, revealing that tracking-by-detection and deep
learning will continue receiving much attention. In addition, the parallel vision approach should be adopted
for training and evaluating visual tracking models in a virtual-real interaction manner.

INDEX TERMS Visual tracking, bibliographic analysis, collaboration patterns, research hotspots, parallel
vision.

I. INTRODUCTION
Visual tracking is a process that uses computer vision meth-
ods to derive the locations and motion trajectories of moving
objects from a video. Usually, the locations of the same
object are often spatially close in adjacent frames, which
allows us to attach it with a trajectory and predict its future
position. After obtaining themotion state and trajectory of the
target, the knowledge can be used for motion analysis, action
recognition and scene understanding. Furthermore, this field
has a wide range of applications such as intelligent moni-
toring, human-computer interaction, visual navigation, and
medical diagnosis [1]. For example, in intelligent monitoring,
visual tracking has been widely used in many communities
and public areas to improve social security and convenience
services [2], [3]; in the military field, visual tracking is
used to implement vision-based navigation control in military
installations [4]. In short, the visual tracking technology has
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considerable application prospects in both civil and military
fields.

To solve the visual tracking problem, multiple disciplines
including pattern recognition, machine learning, image pro-
cessing, and computer vision are closely integrated, so that
collaborations are demanded from interdisciplinary fields.
The visual tracking issue can be characterized in various
ways, e.g., single-target tracking or multi-target tracking,
rigid object tracking or non-rigid object tracking, stationary-
camera or moving-camera tracking, single-camera or multi-
camera tracking, and single-scene or cross-scene tracking [5].
Fig. 1 shows the different kinds of tracking diagrams. As we
know, visual tracking is a complex issue, making it difficult
to grasp the progress of the entire field comprehensively.
Therefore, we present a survey on visual tracking from the
point of view of bibliographic analysis. After collecting
11832 literatures published in the past 30 years from Web
of Science Collection with our query, we adopt the bibli-
ographic analysis and collaboration pattern analysis meth-
ods to acquire in-depth information. We expand Anderson’s
method [6] and conduct our analysis in three levels of
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FIGURE 1. Visual tracking diagrams. (a) shows multi-people tracking.
(b) shows multi-car tracking. (c) shows multi-camera multi-object
tracking. (d) shows single-object tracking.

data summarization, and discuss the results from 10 differ-
ent viewpoints, such as keywords, co-authors and author-
keywords. Through this analysis, we are able to find research
hotspots, active authors and institutions, and potential fields.
We also come up with some thoughts and perspectives
on future research trends of visual tracking, especially on
how tracking could be integrated with the parallel vision
approach [7], [8].

The main contributions of this paper are as follows:
1. After retrieving the visual tracking papers from the

Web-of-Science database, we present some basic statistical
analysis results, such as the most productive authors and
institutions, to get a basic understanding of the past 30 years’
development of visual tracking.

2. We investigate the trends of keyword changes, research
hotspots and research methods, as well as the co-occurrence
relationship among authors and keywords, based on a division
of the past 30 years into three decades. This investigation
benefits a better understanding of how the visual tracking
field has been evolving since 1990.

3. Based on the results of thorough bibliographic analy-
sis, we propose some in-depth thoughts and perspectives on
potential hotspots in future research of the visual tracking
topic.

The remainder of this paper is organized as follows.
Section II introduces related works on visual tracking survey.
Section III describes our analysis methods. Analysis results
of the most cited papers, the most productive authors, the co-
occurrence of keywords and other information acquired from
the analyzed papers are presented in Section IV. The col-
laboration patterns of authors and co-keywords networks are
described in Section V. Section VI elaborates the research
trends in the visual tracking field, especially by extending
existing methods via virtual-real interaction. Finally, the con-
clusion is drawn in Section VII.

II. RELATED WORKS
In the past decades, visual tracking has witnessed its remark-
able progress. Accordingly, some literatures in academic

journals and conferences have reviewed the existing works
on visual tracking from different aspects.

A. VISUAL TRACKING REVIEWS
Some researchers make comprehensive review and analysis
of visual tracking algorithms. For example, Yilmaz et al. [9]
review the state-of-the-art visual tracking algorithms, which
are classified into different categories based on the object and
motion representations used. They also predict new research
trends. Arnold et al. [10] systematically evaluate visual track-
ing algorithms on 315 video fragments, where 19 most cited
trackers are compared. Other papers [11], [12] summarize the
difficulties in tracking objects and discuss important issues
related to tracking, including the use of appropriate image
features, selection ofmotionmodels, and detection of objects.

Some researchers focus mainly on reviewing the applica-
tion of visual tracking. Hou and Han [13] discuss the appli-
cation of visual tracking technology in video surveillance,
image compression, and three-dimensional reconstruction.
In addition, they categorize the visual tracking methods into
bottom-up and top-down methods. Emanuele and Konstanti-
nos [14] introduce the technical requirements and related
technical algorithms of visual tracking. In particular, they
present an overview of 28 recent papers on subsea video
tracking and related motion analysis problems, arguably cap-
turing the state-of-the-art subsea video tracking and suggest-
ing useful research directions for the subsea video processing
community. Hansen and Ji [15] review the progress and latest
technologies of video-based eye detection and tracking. The
method of gaze estimation is also investigated and compared
according to their geometric properties and the reported accu-
racies. Buch et al. [16] conduct a comprehensive review of
automatic video analysis for urban surveillance.

In addition, some literatures only discuss a small branch
of visual tracking methods. Gu et al. [17] introduce the
mean-shift-based framework and analyze its shortcomings.
Chen [18] summarizes the development, conundrum, and
application of Kalman filter for robotic visual percep-
tion. Li et al. [19] review the methods and applications
of 2D appearance models of object tracking methods.
Zhang et al. [20] review the progress of appearance-model-
learning-based tracking methods, including target feature
description and three categories of target appearance models.

B. BIBLIOGRAPHIC ANALYSIS WORKS
Scientific bibliographic analysis is a powerful bibliometric
approach, which can study the conceptual structure of a
specific research area. It is regarded as an interdisciplinary
space between disciplines, fields, professional and personal
documents. It focuses on surveying and delineating research
areas to determine the structure and evolution. In the past
years, some researchers use network analysis methods to
analyze data in different areas. Wang et al. [21] investigate
the productivity and collaboration patterns in the publications
of IEEE Transactions on Intelligent Transportation Systems
(TITS) between 2010 and 2013. Xu et al. [22] identify the
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most productive authors, institutions, and countries/regions
in IEEE TITS from 2000 to 2015. Three networks includ-
ing co-authorship network, keyword co-occurrence network
and author co-keyword network are generated to analyze
the collaboration patterns among authors in the ITS field.
Moral-Munoz et al. [23] introduce the H-Classics metric
which is based on the H-index to analyze the ITS field, and
provide more insights about the scientific structure of ITS
research. Emrouznejad and Yang [24] analyze the scholarly
literature in Data Envelopment Analysis (DEA) from 1978 to
2016. The statistics based on different aspects, current studies
and future trends are provided in that field.

In this paper, the bibliographic analysis approach is used
to survey the visual tracking field. A deeper understanding of
the field is gained throughWeb of Science Collection over the
last 30 years, including the number of literatures and highly
cited authors, as well as the evolution of keywords.

III. METHOD FOR LITERATURE ANALYSIS
In this section, we generally elaborate our method in three
steps to present an in-depth analysis of the visual tracking
literature. We focus on the relationship among authors and
high-frequency keywords, which helps to obtain the research
status and predict research trends in this field.

A. DATA COLLECTION
In order to capture influential and authoritative literature,
we extract data from Web of Science Collection, using the
following ‘‘advanced search’’ query: ‘‘TS = (Object track-
ing and Computer Vision) AND TI = (Tracking or Track-
let or Tracklets)’’. The collected documents include
proceedings, articles and reviews from 1990 to 2019. The
research papers from 1990 to 2019 are collected from numer-
ous journals and conferences (e.g., IEEE TPAMI and CVPR),
and 11832 papers are obtained consequently.

B. DATA ANALYSIS
Three levels of data summarization are introduced in this part,
including basic analysis, co-authors analysis and authors-
keywords analysis.

On the first level, the basic information of these papers are
extracted, including the most cited papers, and the most pro-
ductive authors, institutions and countries/regions. In addi-
tion, we divide the past 30 years into three time intervals
with 10 years each, which will facilitates the investigation of
high-frequency keywords at different time periods. Besides,
the changes of tracking methods in three decades are sum-
marized to get a better understanding of the visual tracking
research.

On the second level, bibliographic analysis and collabora-
tion pattern analysis are conducted to discover relevant coop-
eration relationship among researchers and research groups.
The cooperation between researchers is demonstrated in the
social network so that research communities can be discov-
ered from clusters of co-authors.

FIGURE 2. The numbers of collected literatures per year from 1990 to
2018.

On the third level, we generate author-keyword and
keyword-author networks to get a deeper understanding of the
research stages in visual tracking field. This time, we obtain
the relationship between authors and keywords occurring
together. As a result, we are able to find those researchers who
are involved in a specific topic, and those topics in which a
specific group of authors is engaged.

Furthermore, the average degree, the average shortest path
length, the diameter, and the clustering coefficient [25] are
calculated for each cluster to better understand the coopera-
tion frequency.

C. VISUALIZATION
With the aim of disclosing co-occurrence relationships intu-
itively, we exploit the visualization tool Gephi [26] to build
our network graphs.

IV. BIBLIOGRAPHIC ANALYSIS
In this section, we summarize the most productive authors,
institutions, and countries/regions during the past 30 years.
Furthermore, the highly cited papers are identified and the
frequently occurring keywords are investigated, in order to
get a basic understanding of the research progress in the
visual tracking field.

A. ANNUAL NUMBERS OF LITERATURES
The results extracted from theWOS are shown below. We get
11832 papers contributed by 27055 authors who are associ-
ated with 6541 institutions in 104 countries/regions, and for
each paper the following information is obtained: authors,
affiliations, title, year of publication, citations, sources,
abstract and keywords. Fig. 2 shows the numbers of collected
literatures from 1990 to 2018.

It can be found that during the years from 1990 to 1999,
the field of visual tracking did not catch much attention,
as the total number of core papers during that period is 531.
From 2000 to 2009, a stable increase can be found and
even the publication count 581 in 2009 exceeded the total
number of publications 531 from 1990 to 1999. Since 2010,
the visual tracking field has experienced a rapid development
as reflected by the numbers of publications and citations,
and even more than 1000 papers were published yearly from
2014 to 2018.
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TABLE 1. The most productive authors from 1990 to 2019.

The annual publication in the past 30 years has met a
rapid growth with some small ups and downs. From 1995,
the field ran into its first rise that mainly attribute to the
development of classification methods, including SVM and
Adaboost, and image descriptors, such as SIFT. From 2005 to
2009, the progress in conditional random field and other
machine learning methods promoted the second development
of visual tracking. Since 2010, the field of visual tracking
papers has ushered a remarkable growth with deep learning
methods.

B. THE MOST PRODUCTIVE AUTHORS
Table 1 shows the 15 most productive authors from 1990 to
2019. It is apparent that Ming-Hsuan Yang from USA is the
most productive author with 67 publications. He is followed
by Huchuan Lu and Weiming Hu from China who have
published 51 and 40 papers, respectively.

They engage in varied research directions, indicating that
the research in visual tracking is wide and diverse. For exam-
ple, Ming-Hsuan Yang is interested in face detection [27],
collaborative model [28] and hierarchical convolution [29].
Huchuan Lu investigates salient object detection [30], person
re-identification (Re-ID) [31] and attention networks [32].
Weiming Hu studies hidden Markov model [33], graph learn-
ing [34] and sparse representation [35].

C. THE MOST PRODUCTIVE INSTITUTIONS
Table 2 shows the statistical result of the most productive
institutions. As is shown, 7 Chinese institutions are listed in
the top-10 most productive institutions. Chinese Academy
of Sciences ranks the first with 475 published papers in
the dataset which accounts for 3.99% of the total data.
University of California System, Centre National DE LA
Recherche Scientifique, and INRIA are three institutions that
are outside China but listed in the top-10 most productive
institutions, accounting for 1.688%, 1.445%, and 1.109%
respectively. These facts indicate that Chinese institutions
have made great contributions to the development of visual
tracking.

TABLE 2. The most productive institutions from 1990 to 2019.

TABLE 3. The most productive countries/regions from 1990 to 2019.

D. THE MOST PRODUCTIVE COUNTRIES/REGIONS
Table 3 shows the most productive countries/regions. China
ranks first among all countries as its institutions rank highly
in the most productive institutions. Specifically, China has
4366 research papers included in the WOS dataset. Other
productive countries are USA with 2152 papers, Germany
with 727 papers, and so on.

E. LEADING PUBLISHERS
In this part, we calculate the numbers and proportions of
articles focusing on tracking in different publishers, as shown
in Table 4. The top 5 journals/conferences which have pub-
lished the most papers on visual tracking are: Lecture Notes
in Computer Science, Proceedings of SPIE, IEEE Interna-
tional Conference on Image Processing, IEEE Conference on
Computer Vision and Pattern Recognition, and International
Conference on Pattern Recognition. Among them, Lecture
Notes in Computer Science publishes 795 papers on visual
tracking, with a percentage of 6.678%.

F. THE MOST CITED PAPERS
In this part, we use Web of Science to dig out papers with the
highest citation numbers. As suggested by [36], we remove
the bias and normalize the citation counts using Eq. (1),

Cnorm =
CC

Ddiff
365 +

IN
NI

, (1)

where Cnorm denotes the normalized citation count of an
article, and CC indicates the original citation count. Ddiff
denotes the number of days between the present date and the
1st of January of the next year after publication. IN and NI
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TABLE 4. Proportion of literatures by the publishers.

TABLE 5. The normalized most cited papers.

FIGURE 3. The co-occurrence keywords in the 1990s. (a) shows the co-occurrence of keywords in the 1990s and (b) shows the
co-occurrence of filtered keywords possessing the same meanings in this period.

indicates the issue number of the article and the number of
issues of the journal in the publication year.

The refined top-10 most cited papers are listed in Table 5,
with the citation counts ranging from 238 to 132. Obviously,
more than half of these papers are from USA, while the
co-authors of them are from many countries. This reflects
the leading position of USA in original research.

As listed in Table 5, the most cited paper [37] reviews
the development in visual object tracking and builds a fully

annotated dataset with 50 sequences. Its authors summarize
the commonly used tracking methods and make the codes
publicly available. Besides, new robustness evaluation meth-
ods are proposed in that paper to evaluate tracking perfor-
mance more accurately.

The second most cited paper [38] proposes a long-term
single-target tracking algorithm. The traditional tracking
algorithms are combined with traditional detection algo-
rithms to tackle the deformation and partial occlusion of the
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FIGURE 4. The co-occurrence keywords in the 2000s. (a) shows the co-occurrence of keywords in the 2000s and (b) shows the
co-occurrence of filtered keywords during that decade.

FIGURE 5. The co-occurrence keywords in the 2010s. (a) shows the co-occurrence of keywords in the 2010s and (b) shows the filtered
keywords in the 2010s.

tracked target during the tracking process. The detector’s
errors are estimated, and the learning process is modeled to
update the online appearance features to get more accurate
tracking results.

In the third most cited paper [39] presents a new approach
of target representation and localization in visual object track-
ing (VOT). The authors use the isotropic kernel to regularize
the feature histogram-based target representations, and use
the spatial mask to induce spatially-smooth similarity. Then,
they formulate the localization problem of the basin of attrac-
tion of the local maxima and use the mean-shift procedure to
perform the optimization.

G. KEYWORDS
After viewing the information from a macroscopic aspect,
we extract the keyword information from every literature,
in order to better understand the research trends and difficul-
ties in this field.

First, we unify the extracted keywords, by combining those
which share similar meanings but have different forms, such
as single or plural form, uppercase or lowercase, and abbre-
viation or full name. Then, we construct the keywords co-
occurrence relationship network based on the WOS Collec-
tion covering the past 30 years. The corresponding figure is
produced by Gephi, and the more frequently a keyword
occurs, the bigger node it possesses. In order to have a
more comprehensive understanding about target tracking in
recent years, we analyze the keywords data by dividing the
past 30 years into three decades, as shown in Fig. 3(a),
Fig. 4(a) and Fig. 5(a). Consequently, the most frequent
keywords are object tracking and visual tracking, the nodes
of which are too big to find other meaningful keywords.
To improve visualization, we reshape the co-occurrence
of keywords after removing the object tracking and visual
tracking keywords. The corresponding figures are shown
in Figs. 3(b), 4(b) and 5(b), respectively. In this way,
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the research trends, popular methods, current research pro-
gresses, and the conundrums which need to be addressed in
the tracking field can be easily obtained.

Fig. 3(a) shows the keywords co-occurrence in the first
decade from 1990 to 1999. However, only 534 keywords
and 1443 edges can be collected during this period, due to
limited development of the visual tracking field and restricted
computer configuration. According to the analysis results
in Fig. 3(b), optical flow, dynamic programming and Kalman
filter are popular keywords related to visual tracking. During
that period, researchers also studied the subject of motion
estimation and detection. Since neural network flourished in
the 1980s, it was introduced to the visual tracking field as a
popular technique.

Fig. 4(a) shows the keywords co-occurrence from 2000 to
2009. The figure contains 3266 nodes and 10262 edges,
indicating that visual tracking in the 2000s got a rapid growth
compared with the 1990s. However, the major keywords
did not change much in this period. As Fig. 4(b) shows,
in addition to what has been discussed, several new methods
were proposed to deal with the challenges in visual track-
ing, including particle filter, mean-shift and kernel tracking.
Except the real-time property, the robustness of tracking algo-
rithms has also been concerned. In addition to the motion
model, the establishment of a reliable appearance model
gained attention.

Fig. 5(a) shows the co-occurrence of keywords from
2010 to 2019. There are totally 9442 keywords and
33075 edges in this figure, which indicates that visual track-
ing has made rapid and enormous progress in the 2010s.
The number of keywords becomes nearly 3 times of the
number in the 2000s and 20 times of the number in the
1990s. After removing the big but informationless nodes (i.e.,
object tracking and visual tracking), as shown in Fig. 5(b),
Kalman filter, particle filter and mean-shift methods remain
popular. Besides, machine learning has gainedmuch attention
of researchers. Among them, deep learning and convolutional
neural network (CNN) are widely used in the visual track-
ing field to extract the features of various objects. Corre-
lation filter, sparse representation, and pose tracking have
acquired a growing popularity during the past decade. In
terms of the feature extraction process, appearance model
and object motion are two dominant aspects which have
been widely utilized. The affinities of object candidates are
calculated in order to determine whether and where these
candidates should be connected. Besides, the cooperation
among different topics in computer vision has become more
and more frequent than the earlier 20 years. For example,
image segmentation, recognition and detection are combined
with visual tracking, thereby making the tracking methods
more diverse and more effective.

In order to have a quantitative analysis of the keywords
evolvement to better understand the development of the track-
ing field, we use the growth statistics of each keyword and list
the top 15 ones that grow rapidly in the latest years, calculated

as

Ci =
n−1∑
i=1

(fi+1 − fj)
fi

× 100%, (2)

where fi is frequency of a particular keyword in the ith time
interval. The relevant result diagram is shown in Table 7. The
last column shows the keyword growth rate from 1999 to the
present. As can be seen, correlation filter, deep learning, par-
ticle filter, and sparse representation have the fastest growth
rate, and the traditional methods such as color histogram, data
association, mean shift, and template matching still maintain
a high usage rate.

The above analysis of keywords is based on the occurrence
frequency. Although it is natural, only focusing on these
nodes is far from an in-depth understanding of the tracking
field. Consequently, we analyze the frequently used methods
in each decade to get the development trends, as shown
in Fig. 6. For the first decade, optical flow tracking was a
mainstream. In addition to diverse versions of Kalman filter,
motion was primarily modeled. The Hough transform and
Gabor wavelet were also used to extract the information of
image boundaries and predict the object locations. For the
establishment of tracking model and the setting of param-
eters, dynamic programming, RANSAC and other models
were employed.

For the second decade, the newly used methods are
marked in red, except the keywords that have appeared in
the last decade. Consequently, particle filtering gained much
progress. For extracting the features of images, HOG and
SIFT were frequently used due to their good performance.
Tracking methods such as mean shift and template match-
ing were newly proposed. In addition, the Markov method
was introduced to solve tracking problem, such as HMM,
CRF and MRF. Non-parametric models were also proposed,
including k-means clustering, SVM, and random forest.

Since 2010, massive novel keywords have appeared. The
correlation filtering method is widely used in tracking to pre-
dict the location of a single object. In addition, the deep learn-
ing technology has been progressing rapidly. CNN, siamese
network, LSTM and other deep learning methods have been
widely used to obtain high-quality appearance and motion
models. Usingmodules such as attention to deep learning also
makes the model more accurate. It is worth mentioning that
Re-ID has also been introduced into object tracking to obtain
a better appearance model for objects. Tracklet-based track-
ing catches attention and structured models based on MRF
and CRF are used to build tracklet association models and
obtain final tracking results. In addition, for feature selection,
PCA and spectral clustering are widely used. Such methods
reduce the dimension of feature vector while preserving its
representation ability.

In Fig. 6, we list several newly proposed methods in the
tracking field. In order to get an in-depth understanding,
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FIGURE 6. The development trend of tracking methods from 1990 to 2019.

we also list the techniques, used datasets and publication
years of the methods in Table 6.

H. ANALYSIS OF IMPORTANT METHODS
In order to acquire detailed information of the visual tracking
field, we select popular methods according to highly-cited
papers during the past 30 years, including mean-shift, optical
flow, Kalman filter, particle filter, tracking-by-detection, and
correlation filter.

1) MEAN-SHIFT
The concept of mean shift was firstly proposed in 1975 by
Fukunaga [57]. However, it was not until 2000 that mean-shift
was introduced to the visual tracking field [58]. The method
generally refers to an iterative step. In other words, when
the offset of current point is calculated, it is moved to a new
starting point. The process repeats until the terminal condition
ismet. Thismethod has beenwidely used due to its robustness
and computational efficiency. However, when applying the
method to visual tracking, searching for object location in the

next frame causes high computational complexity, especially
when the number of objects is large. Worse still, the mean
shift method requires a proper initialization.

Collins et al. [59] propose a method for selecting locally
discriminative tracking features during the mean-shift pro-
cess. They present an online automatic method to set can-
didate features and convert them into adjustable features by
calculating log likelihood ratio between target and back-
ground. A two-class variance ratio is used to value those
features and the most discriminative features are selected.
Finally, weighted images and features are applied in the
mean shift algorithm to determine the best positions of target
between two frames.

2) OPTICAL FLOW
Optical flow is a description of motion information. The
optical flow method was first proposed in 1981 by Horn
and Schunck [60], who linked the two-dimensional velocity
field with the gray scale, introduced the optical flow con-
straint equation, and proposed the basic algorithm of optical
flow calculation. When applying optical flow to the visual
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TABLE 6. The latest papers with novel methods.

TABLE 7. Keywords trends.

tracking issue, researchers should first process the sequence
of consecutive video frames and use certain target detection
method to detect the foreground objects. If a frame has a
foreground target, one should find its representative feature
points, and seek for the best position estimation where these
feature points are located in the next frame. This aims to
get the association of feature points of foreground target
between two frames. After iterations, the long trajectory can
be obtained.

Paragios and Deriche [61] apply edge-based models in
motion estimation and tracking. Specifically, they use the
optical flow method to derive local motion estimation. In
the condition that global illumination stays unchanged during
short time period, the regions of moving objects are success-
fully discriminated from the background areas.

3) KALMAN FILTER
Kalman filter is an algorithm that produces estimates of
unknown variables using a series of measurements observed
over time. Here we choose three representative papers to
illustrate recent progress of this method.

Many tracking algorithms use Kalman filter to predict
object position in next frames. The methods are primarily dis-
tinguished according to application scenarios. For example,
in [62], which could be one of the most influential works in
this field, Doyle et al. combine the methods of optical flow
and Kalman filter.

Cox and Hingorani [63] introduce multiple hypothesis
tracking algorithm into the visual tracking field, which pro-
vides a Bayesian framework to model the initial and terminal
states of a trajectory. Besides, the position of diagonal points
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is predicted by Kalman filter and Mahalanobis matching is
used to calculate the distances. Experiments show that their
algorithm is robust.

4) PARTICLE FILTER
Particle filter is an important method in the field of visual
tracking. It is mainly applied to predict object position, sim-
ilar to the role of Kalman filter. However, they differ from
many aspects. For example, particle filter can be employed in
nonlinear and non-Gaussian noise situations, while Kalman
filter is constrained to Gaussian hypothesis. This means that
particle filter has a better versatility than Kalman filter. Nev-
ertheless, as the versatility grows, the computational cost goes
up. To reduce this cost, lots of modifications for particle
filter have been proposed. Some typical variants like Gaus-
sian Particle Filter (GPF) and Gaussian Sum Particle Filter
(GSPF) [64] show better performance than the original one.
Here, we introduce two influential works using particle filter
for visual tracking.

Ross et al. [41] use particle filter to estimate motion param-
eters. By using the method, their tracker is able to recover
from the drift caused by short-term large pose changes. First,
the object to be tracked is determined in the first frame,
and the appearance information of the object is initialized.
Then, particles are drawn from particle filter by dynamical
model. For each particle, calculate the distance between the
candidate target and the center of the feature subspace. Then
the tracking result is the candidate point with the shortest
distance.

Arulampalam. et al. [65] review both optimal and subop-
timal Bayesian algorithms for non-Gaussian tracking prob-
lems. For the latter, extended Kalman filter approximates
grid-based methods and particle filters are introduced in
detail. Especially for the particle filter, Sequential Importance
Sampling (SIS) Algorithm and other related Particle Filters
are introduced and compared in tracking.

5) TRACKING-BY-DETECTION
The tracking-by-detection methods have gradually caught
attention in recent years. With the development of detection
methods, visual tracking can be conducted based on the
results of detection. The merits of automatic initialization and
strong robustness bring this kind of methods into wide use.

Huang et al. [66] propose a hierarchical approach to
matching different detections into the final tracks. The author
propose a three-level measurement to analyze the tracklet
affinity and refine the consequences based on position, size
and appearance. Besides, network flow model is used as
another solution to the tracking problem.

Wang et al. [67] propose a tracklet affinity estimation
model based on online target-specific appearance and coher-
ent dynamics. They construct stable tracklet nodes in network
flow by learning the target-specific metric and correcting
tracklets. Furthermore, motion, spatio-temporal and exit con-
straints are imposed to build the affinity formulas which
constitute the edge weights of network flows.

Bae and Yoon [68] put forward a tracklet-confidence based
association method. Detectability and continuity are used to
calculate the tracklet confidence. The tracklets with high con-
fidence are locally associated while the low-confidence track-
lets are globally associated with other candidates. Besides,
incremental linear discriminant analysis is used to project
the characteristics of the trajectory sheet into another feature
space to learn the high-area feature, where the trajectory of
the same target can be more robustly clustered.

6) CORRELATION FILTER
In 2010, Bolme et al. [69] introduced correlation filter to the
tracking field for the first time. Correlation filter is based
on the idea that the more similar two signals, the higher the
correlation value. Then in the tracking field, this method has
been used to find themaximum response of the tracked target.

Henriques et al. [70] use the innovative circulant matrix to
generate training samples. The advantage is that the resulting
data matrix is circulant, so DFT (Discrete Fourier Transform)
diagonalization can be used to reduce the amount of com-
putation. They find that using this sample to train the linear
regression model is equivalent to the correlation filter, which
greatly speeds up the tracking. At the same time, the authors
consider the case of kernel regression, and propose a kernel-
ized correlation filter (KCF) and a dual correlation filter using
a linear kernel.

In [71], Danelljan et al. combine CNN and correlation filter
for visual tracking. They utilize the CNN method to extract
features as the input for discriminative correlation filter based
tracking frameworks. In this way, the model trimming can
be easily realized and the activations are of low dimension.
Their experiments show that the obtained tracking results
are competitive to the best ones in OTB, ALOV300++ and
VOT2015.

7) MULTI-OBJECT DATA ASSOCIATION
Compared with single-object tracking, multi-object tracking
involves optimal matching between multiple targets. The
problem is often solved with the graph theory by constructing
association models. The commonly used graph theory meth-
ods include probabilistic graphical models, like Bayesian
Network, Condition Random Field (CRF), Markov Random
Field (MRF), and graph models, such as Network Flow (NF)
and Bipartite Graph Match. Usually, the progress focuses on
tracklets, which are scattered pieces of tracks. By construct-
ing the nodes and affinity edges between different tracklets,
the final tracks can be calculated through a matching process.
The difference among methods mainly lies in the types of
graphical models. Except [66], [67] using Network Flow
introduced previously, we list several papers using different
graphical models to obtain the tracking results.

Yang and Nevatia [72] propose an online learning-based
tracking method using conditional random field. First,
the nodes of the model are tracklet pairs whose head and
tail intervals meet certain threshold conditions. Then, based
on the motion model and appearance model, the energy
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functions of unary and binary terms are defined to distinguish
the affinity of tracklets. Worth mentioning, the online learned
discriminative appearance model is adopted to obtain the
positive and negative training samples. The final trajectories
are obtained by minimizing the total energy function.

Ullah and Cheikh [73] use the min-cost flow to solve
the tracking problem and the Google Inception model to
get the appearance similarity. The appearance and motion
similarities are used to calculate the similarity of two nodes.
Their experimental results show that their proposed method
performs well on long sequences.

Wu et al. [74] combine face clustering label and face
trajectory tracking through hidden Markov random field to
transform into a Bayesian inference problem, and propose
an effective coordinate degradation method. The method
reduces tracking failures caused by linking tracklets with
different clustering labels, and clustering the same target
detections in the long termmakes the clusteringmore reliable.

Wojke et al. [75] establish bipartite graph for the historical
trajectories and current detections, and adopt the Hungarian
algorithm to obtain the final online tracks. Based on appear-
ance model trained on the person Re-ID dataset, and the
existing trajectories, the authors use Kalman filter to predict
the next track position. The Mahalanobis distance is used to
calculate the candidate detection and the predicted position
at the next moment, and the cascade matching is used to take
account of objects that appear more frequently.

Ullah et al. [76] use the Bayesian filtering to model the
MOT tracking problem. The HOG descriptor and the constant
velocity model is used to get the appearance and motion
features respectively. The bipartite graph matching is used
to get the final tracking results. Furthermore, Ullah et al.
[77] propose a synergetic novel appearance model for multi-
object tracking. The Siamese neural network trained with
contrastive loss function is used to increase the discrimination
ability of similar targets.

8) MULTI-VIEW MULTI-OBJECT TRACKING
Compared with single-camera multi-object tracking, the
multi-view multi-object (or multi-target multi-camera,
MTMC) tracking needs to realize object matching between
different views in different cameras besides the tracklet asso-
ciation in a single camera. We list several papers to explain
the MTMC work.

Chen et al. [78] propose a global graphical model of
similarity measure that integrates single-camera tracking and
multi-camera tracking. The minimum cost flow model is
used to calculate the final correlation tracklets. Innovatively,
the authors disassemble a tracklet into input node, output
node and associated edge. The confidence of the tracklet is
considered as the affinity of the edges to make more com-
prehensive use of information. The tracklets involved in the
model include all the tracklets inside and among the cameras,
in order to obtain the global optimal results.

Ristani and Tomasi [79] use an adaptive weighted triplet
loss for training the appearance model, and use linear motion

model to predict motion affinity. For the association, there are
three steps: one-second long tracklets computation, single-
camera trajectories formation and multi-camera identities
formation. The correlation clustering method is used in
data association by considering both cost and accuracy. The
standard hierarchical reasoning and sliding time window
techniques are incorporated to reduce the computational
complexity.

Ristani et al. [80] introduce a new dataset for MTMC
tracking tasks and define new indexes ofMTMC tracking per-
formance by emphasizing the correct identities. Besides, they
establish a baseline MTMC tracker for future comparisons.

V. COLLABORATION PATTERN ANALYSIS
In this section, collaboration patterns on the author and the
author-keyword levels are analyzed to show the partnership
and important research directions in the tracking field.

A. CO-AUTHORS ANALYSIS
In the field of scientific research, the value of cooperation
is huge, therefore we analyze the authors’s collaboration
relationship to discover active groups. This is done through
constructing the co-authorship network using network anal-
ysis methods, where the nodes represent the authors and
the edges are drawn when collaboration exists. Here we use
Gephi [26] to visualized the graphs and obtain basic statis-
tics for further analysis. We first introduce several important
indicators in bibliographic analysis, including the average
degree, the diameter, the average shortest path and clustering
coefficient.

Given a graph G = (V ,E), where V and E are a set
of vertices and edges respectively. An edge ei,j connects
vertice vi with vertice vj. The average degree for an undirected
graph G can be calculated as

deg(G) = 2 ∗
6videg(vi)
|V |

, (3)

where deg(vi) is the degree of a vertice vi ∈ V . The average
degree of a co-authors graph denotes the number of collabo-
ration relationships.

The average shortest path is defined as the average distance
between any two nodes in a graph G, which is calculated as:

d(G) =
6j,kd(vj, vk )
n(n− 1)

, (4)

where d(vj, vk ) denotes the distance between vertices
vj and vk . The average shortest path indicates the closeness
of collaboration within the group.

The diameter D of an undirected graph G is defined as the
‘‘longest shortest path’’ between any two vertices vj and vk ,

D = max
j,k

d(vj, vk ), (5)

where d(vj, vk ) denotes the distance between vertices vj
and vk . It shows the distance between the two farthest nodes
in the graph.
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FIGURE 7. The co-occurrence of authors from 1990 to 2019.

The clustering coefficient Ci for an undirected graph for
a vertice vi is defined by the proportion of links between the
vertices within its neighborhood and the themumbler of links,

Ci =
{ejk : vj, vk ∈ Ni, ej,k ∈ E}

ki(ki − 1)
, (6)

where ki is the number of neighbors for vertice vi, and |Ni| is
the compacity of the neighborhood for vertice vi. The average
clustering coefficient indicates how actively researchers in
this group cooperate with others.

B. AUTHOR-KEYWORD ANALYSIS
In order to make a specific and concise elaboration of the
collaboration patterns on the author level, we analyze the four
largest communities. The corresponding co-author figure is
showed in Fig. 7.

The largest community has 135 nodes and 362 edges.
In this community, the average degree is 5.363, the average
shortest path is 3.331, the diameter is 8, and the clustering
coefficient is 0.663. The critical researchers Ming-Hsuan
Yang is with the School of Engineering, University of Cal-
ifornia, Merced, and Huchuan Lu is with Dalian University
of Technology, China.

The second largest community has 80 nodes and 204 edges.
The average degree is 5.1, the average shortest path length
is 4.477, the diameter is 11, and the clustering coeffi-
cient is 0.673. Weiming Hu from Institute of Automation,

Chinese Academy of Sciences acts as the key author in this
community.

The third largest community has 67 nodes and 218 edges,
and the core author is Bineng Zhong who is with Huaqiao
University, China. The average degree is 6.507, the average
shortest path length is 3.525, the diameter is 10, and the clus-
tering coefficient is 0.698. The members of these subgroups
come mainly from Chinese and Italian institutions.

There are 61 nodes and 112 edges in the fourth largest
community. The average degree in this community is 3.672,
the average shortest path length is 5.924, the diameter is 15,
and the clustering coefficient is 0.616. Qingjie Zhang from
Beijing Institute of Technology, plays a central role.

Fig. 8 shows the author-keyword co-occurrence networks
of the top 4 clusters. As can be seen, researchers centered
on Ming-Hsuan Yang and Huchuan Lu mainly study the top-
ics of multi-object tracking, sparse representation, and deep
learningmethods. Except 2D tracking, they are also interested
in 3D tracking. Besides, both online and offline tracking
are studied by the researchers in this cluster. The second
community focuses onmultiple object tracking. Additionally,
they also engage in cell tracking and occlusion reasoning.
For the neural network model, they focus on attention and
siamese networks. The robustness of tracking methods and
correlation filter are paid much attention. The third cluster
pays attention to drift and online learning in tracking. They
are also interested in Markov decision process to solve the
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FIGURE 8. The author-keyword co-occurrence in the top 4 largest communities. (a) shows the author-keyword co-occurrence in the largest
community while (b), (c) and (d) show the second, third and fourth clusters.

multi-object tracking problem. The fourth community studies
the sparse representation, trajectory inference, multiple cam-
era tracking, and correlation filter. They pay much attention
to sports video, in which the tracked persons have similar
appearance. According to the investigation, occlusion is one
of the major conundrums that need to be tackled, and various
deep learning methods coupled with traditional ways are fre-
quently utilized to get better appearance and motion models.

Fig. 9 shows the keywords that frequently occur in recent
publications and their relations to major authors. Conclu-
sively, neural network, correlation filter, and attention are
three major branches in dealing with the tracking issue.
Specifically, in the neural network branch, CNN and recurrent
neural network (RNN) are built to achieve better perfor-
mance. Ming-Hsuan Yang, Huchuan Lu, Fatih Porikli and
other productive authors are interested in both the correlation
filter and neural network. For the attention model, Weim-
ing Hu and Peng Wang conduct in-depth research. Besides,
optical flow and tracklet association methods are studied
by Jenq-Neng Hwang and Dacheng Tao. Worth mention-
ing, pose tracking has gradually attracted the attention of
researchers due to the improvement of image understanding.
Unlike traditional tracking methods, pose tracking can obtain
pedestrian attitudes and produce more detailed representa-
tion. Nassir Navab and Luc Van Gool study this issue a lot.

Besides, reinforcement learning [81], GAN [82], and interac-
tion model [83] are introduced to object tracking by Li Fei-
Fei, who enriches the research content of the visual tracking
field and stimulates new research hotspots.

VI. THOUGHTS AND PROSPECTS
The field of visual tracking has experienced rapid develop-
ment in the past 30 years, particularly in the past decade.
However, there still exist challenges leading to accuracy drop,
ID switch and trace loss. In this section, we suggest some
thoughts and prospects.

A. DIRECT TRACKING
By saying direct tracking we mean that end-to-end tracking
could be the leading hotspot in the future.

The tracking-by-detection method is a general idea in the
past decades, whereas the tracking accuracy is tremendously
influenced and restricted by detectionmethods. Although var-
ious tracking methods have been proposed, such as Kalman
filter, mean-shift and other traditional methods, challenges
(e.g., occlusion, objects with similar appearance, route cross-
ing, and objects re-appearance) still seriously bother the
researchers.
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FIGURE 9. The co-occurrence of frequent keywords and popular authors in recent years.

Machine learning especially deep learning has regained its
popularity in computer vision. Deep learning models, such
as CNN and RNN, bring great benefits to visual detection,
image classification, and image-to-image translation. The
deep leaning models, which are end-to-end method, surpass
traditional methods that utilize hand-crafted features. The
end-to-end tracking method takes raw data as input and
directly outputs the results, so there is no need for human
intervention in the feature extraction process. This can give
the model more flexibility to adjust automatically according
to data and increase the overall fitness between the model
and data. Consequently, current tracking features that heavily
rely on human experience could be replaced by automatically
learned features, which should be more powerful. In this way,
researchers can study the direct tracking approach without
explicitly dealing with the detection problem.

B. EXACT TRACKING
Tracking with detailed information makes the process of
tracking more exact.

Currently, the bounding-box-based tracking are mainly
used. When the targets are occluded with each other heavily,
such methods contain pixels of other targets which cause
interference. As a result, the drift and ID switch frequently
occur. For now, the tracking representation is gradually
changing from simple bounding boxes to more exact modes,
such as pose [84] and mask [85]. Compared with bounding
box tracking, such methods could remove background infor-
mation and more precisely understand the appearance, move-
ment and other characteristics of a certain target. Therefore,
it could improve the tracking accuracy and reliability.

In addition, due to the improvement of camera resolution,
part-based tracking such as face tracking and gait tracking
becomes popular. When the scene is crowded, each object
occupies few pixels, so that very limited information could
be captured. Therefore, part-based tracking can be effective
as long as the concerned part is obtained.

3D tracking [86] will become another trend which makes
use of depth information. In this way, the occlusion problem
in 2D tracking could be better solved by applying top view
information. It can be used from autonomous driving to visual
SLAM, showing a wide range of applications.

C. VIRTUAL-REAL INTERACTION
The tracking field has less data available for learning tracking
features under diverse scenarios. The parallel vision approach
[7], [8] could augment the data and improve the existing
tracking effect via virtual-real interaction.

With the rapid development of the computer graph-
ics and virtual/augmented reality technologies, the virtual
environments can be built more and more realistically,
making virtual-real interaction practicable. OpenStreetMap,
CityEngine, and Unity3D can generate virtual environment.
The virtual-real interaction idea brings benefits to the training
and testing of a visual tracking algorithm. It can produce suf-
ficient video/image data to overcome the difficulty in collect-
ing and annotating large-scale diversified training data. In this
way, those situations that own few or no training samples can
be obtained, such as extremely adverse weather, terrible traf-
fic accidents, and some military applications. Furthermore,
the most important merit of virtual-real interaction is that the
ground truth of synthetic video/image data can be generated
automatically, without the need of manual annotation which
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FIGURE 10. A virtual image from ParallelEye.

is always time-consuming and expensive, not to mention the
accuracy loss brought up by manual annotation in complex
situations such as low illumination.

Moreover, in the virtual space, one is able to produce
different kinds of virtual data by controlling the environ-
mental condition and virtual objects, thereby enlarging the
size of dataset. The diversity introduced by this process can
also help to train a more robust visual tracking model. As
shown in Fig. 10, Li et al. [87] release a virtual dataset
ParallelEye that includes different scenes and diverse weath-
ers, benefitting the virtual training and testing. They build
virtual artificial scenes using simulation tools to simulate
the scenarios whatever may occur in real scenes, and auto-
matically generate accurate annotations and obtain large-
scale diversified virtual dataset. Gaidon et al. [88] generate
‘‘Virtual KITTI’’ dataset by cloning the KITTI dataset and
automatically obtain annotation information. According to
their experimental results, the pre-training on Virtual KITTI
dataset improves the performance of tracking in real world.

VII. CONCLUSION
In this paper, the visual tracking literatures from 1990 to
2019 on the WOS are retrieved and analyzed, and the
co-occurrence patterns of authors and keywords are obtained
by using statistical analysis and network analysis methods.

According to the analyses, Chinese institutions have pub-
lished the most papers on visual tracking, but the most highly
cited papers come mainly from USA and UK. Since each
country/region has its own research strengths, the cooperation
between different countries/regions becomes a compelling
need to achieve mutual communication and information
sharing among researchers. Therefore, we use the network
analysis method to build the co-authors, co-keywords and
author-keyword co-occurrence networks to visualize the col-
laboration patterns and research topics. The authors’ cooper-
ation has gradually strengthened, more knowledge in relevant
fields has been introduced, and the research content between
groups has become greatly intersected. Generally speaking,
the research hotspots in visual tracking gradually change
to more accurate tracking. We also propose some thoughts
and prospects on future visual tracking research. In our
opinion, direct tracking, exact tracking, and virtual-real inter-
action will receive much attention from the visual tracking
community.
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