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ABSTRACT Focusing on the fabric defect detection with periodic-pattern and pure-color texture, an
algorithm based on Direction Template and Image Pyramid is proposed. The detection process is divided into
two stages: model training and defect localization. During the model training stage, we construct an Image
Pyramid for each fabric image that does not contain any defects. Then, Stacked De-noising Convolutional
Auto-Encoder (SDCAE) is used for image reconstruction, its training sets are created by randomly extracting
image blocks from image pyramid, which makes the feature information of the image block more abundant
and the reconstruction effect of the model more remarkable. During the defect localization stage, the image
to be detected is divided into a number of blocks, and is reconstructed by using the trained SDCAE model.
Then, the candidate defective image blocks are roughly located by using the Structural Similarity Index
Measurement after the image reconstruction. Subsequently, direction template is introduced to solve the
problem of fabric deformation caused by factors such as fabric production environment and photographic
angle. We select the direction template of the images to be detected, filter the candidate defective blocks, and
further reduce false detection rate of the proposed algorithm. Furthermore, there is no need to calculate size
of periodic-pattern during detection for periodic textured fabric. The algorithm is also suitable for defect
detection for pure-color fabrics. The experimental results show that the proposed algorithm can achieve
better defect localization accuracy, and receive better results in detection of pure-color fabrics, compared
with traditional methods.

INDEX TERMS Fabric defect detection, direction template, image pyramid, stack de-noising convolutional
auto-encoder, similarity measure.

I. INTRODUCTION
Fabric defect detection is an important part of product quality
management. In many textile industries, defect detection is
still relying on labor inspection. Inspectors can easily find
defects in fabrics by direct observation, but prolonged obser-
vation can easily fatigue human eyes and lead to an increasing
number of inadvertently missed defects. Therefore, it is of
great significance to study the application of computer vision
technology [1] in automatic detection. However, due to the
wide variety of defects (more than 70 categories of fabric
defects [2]), distinct composition of various wallpaper groups
of fabric texture, and similarity in shape between defects and
background texture, it is difficult to develop an algorithm
suitable for all kind of texture patterns and defect.

The associate editor coordinating the review of this manuscript and

approving it for publication was Fan Zhang .

Currently, fabric defect detection methods are mainly
based on the analysis of digital image features of fabrics.
Image blocking method is widely used in existing fab-
ric defect detection. These methods directly segment the
images to be detected, which causes the feature information
contained in the image to be easily damaged. Although set-
ting the image block size to be the same as the periodic-
pattern can alleviate the problem to some extent, its period
calculation is complicated, and the positioning accuracy still
needs to be improved. Because pure-color fabrics have no
periodic texture, the existing defect detection methods for
periodic texture fabrics are ineffective in the detection of
pure-color fabrics. It is challenging to develop algorithms that
can be used to detect defects in periodic-pattern fabrics and
pure-color fabrics with wide variety of textures and defect
types.

In view of this, a fabric defect detection method based
on image pyramid and direction template is proposed in
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this paper. By introducing image pyramid, the algorithm can
be applied to defect detection of periodic texture fabric, and
there is no need to calculate the size of periodic-pattern.
The direction template is introduced to further reduce false
detection rate. The algorithm first constructs an Image Pyra-
mid for fabric images that do not contain any defects. The
process will result in a set of images with gradually reduced
resolutions of the fabric image. Then, we randomly slide the
window in each layer of the image in the image pyramid to
get image blocks, and use these image blocks as the input to
the image reconstruction model. Subsequently, we train the
model, get the output images, divide input and output images
into blocks, calculate a similarity measure matrix of them,
and locate defective image blocks roughly. Finally, we con-
struct the direction template set of the input images, calculate
the difference between the ‘‘rough-positioning’’ blocks and
its corresponding direction template, and locate the defective
blocks finely.

The contributions of this paper are as follows:
1. In this study, a novel fabric defect detection algo-

rithm using Image Pyramid and Direction Template
is proposed. The algorithm can effectively detect and
locate defects in periodic-texture fabrics with relatively
small train dataset. The experimental results has shown
a promising result of 69.58% F-measure index for
the standard Periodic-pattern Fabric database,1 outper-
forming existing methods.

2. In this study, self-similarity and local-similarity of
non-defective areas of periodic texture and pure-color
texture are used to distinguish between defect areas and
non-defect areas. The introduction of Image Pyramid
makes image blocks with fixed block size contain more
feature information, there is no need to calculate the size
of periodic-pattern and the Direction Template match-
ing method is used to improve the detection accuracy.

3. In this study, the proposed method is also used in the
defect detection of pure-color fabrics, and we have
achieved F-measure index of 80.65% with the TILDA
dataset.2

The remaining parts of this paper are organized as follows.
Related works and state-of-the-art algorithms are presented
in Section II; the proposed algorithm based on the Image
Pyramid and Direction Template is presented in Section III;
experimental results and analysis are given in Section IV;
final remarks and future works are given in Section V.

II. RELATED WORK
Fabrics can be categorized into two types of fabrics based on
texture patterns: 1) fabrics having basic structures with sim-
ple patterns, i.e., pure-color fabrics. 2) fabrics with complex
periodic patterns, i.e., periodic-pattern fabrics;

Common approaches used for detecting defects in
pure-color fabrics are: 1) statistical analysis methods,

1https://ytngan.wordpress.com/codes/
2https://lmb.informatik.uni-freiburg.de/resources/datasets/tilda.en.html

including gray-level co-occurrence matrix [3], histogram [4]
and mathematical morphology [5]; 2) spectrum analysis
methods, including Fourier transformation [6], wavelet trans-
formation [7] and Gabor filtering [8]; 3) learning methods,
for example, neural networks [9]; 4) structural methods, for
example, structural approach [10]; 5) model methods, includ-
ing autoregressive model [11], Markov random field [12] and
so on. Among them, statistical analysis and spectrum analy-
sis methods are vulnerable to noise, poor anti-interference,
and poor results from fabric image with large defect areas.
Ngan [13] proposed to perform image preprocessing using
wavelet transformation, so that defective areas can be located
by comparing the differences between template images and
images to be detected. However, it can be problematic for
the algorithm, if images are slightly tiled, even after using
image correction and/or cyclic shift. It is also challenging for
the algorithm to deal with skewed images. Structural methods
require high quality sample images, and the applicability of
themethod is limited.When usingmachine learningmethods,
features are self-learned and classified by deep-learning neu-
ral networks, or features can be extracted from the use of the
combination of traditional feature engineering techniques and
machine learning methods. However, deep learning method
generally requires a large amount of training data, and there
are only few publically available datasets, currently. In order
to obtain sufficient training data, [14], [15] use their own fab-
ric datasets(a fabric defect dataset created by an on-loom fab-
ric imaging system [14] and a fabric defect dataset collected
by the authors [15]) to train neural networks. On the other
hand, [16], [17] use the image blocking method to expand
the size of training data and then to train neural networks to
identify defect contained in these image blocks, thus locating
the defective area. [18] gets the local image blocks of the
original images (the size is 1280×1024) manually that only
contain one fabric defect type. The size of the local images is
227×227. And then uses a compressed sensing technology to
expand these local images as the training data for Convolu-
tional Neural Network (CNN). Meanwhile, [19], [20] intro-
duced the unsupervised learning model DAE to solve the data
labeling problem and defect localization (in contrast, super-
vised learning requires pre-labeled data), and themethod only
needs a few non-defective images to train models. However,
the performance of the unsupervised learning algorithm is
affected by the reconstruction result of the DAE model. The
detection results often contain some false detection area.

Conventional defect defection methods for periodic-
pattern fabrics are often based on the calculation of image
features using Golden Image Subtraction (GIS) [21], Wavelet
Preprocessed Golden Image Subtraction (WGIS) [22] or
Gabor golden Image Subtraction method (GGIS) [23] and
Image Decomposition method(ID) techniques [24]. Since
fabrics are often prone to stretching problems, it is infeasible
to find a template suitable for all images. GGIS is a template
image subtraction method that uses a Gabor filter to prepro-
cess template images in order to extract features. It relies
on the use of genetic algorithms to determine appropriate
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parameters for Gabor filter, which is often cumbersome
to calculate. Image Decomposition requires to separate an
image into a uniform background and a defective foreground,
so as to filtering defects. However, the process of formulat-
ing the optimization problem is rather complex, and several
empirical parameters, based on field experiments, are often
needed for building the model. Reference [25] enhances con-
trast between defective area and non-defective area in each
fabric image by generating a saliency map during the prepro-
cessing stage, then extracts features from the preprocessed
images, and finally sends the extracted features to a SVM
classifier for detection. Fabrics having periodic-pattern are
more common on the market. However, the accuracy of the
traditional algorithms is far lower than the satisfaction level
required by textile industries.

In recent years, researchers have proposed several
improved algorithms for periodic-pattern fabric defect detec-
tion, driven by the market demands, for example, fabric
defect detection based on similarity relationship – Elo Rating
(ER) [26], fabric defect detection method based on similar-
ity relationship [27], fabric defect detection method based
on local optimal analysis [28], and fabric defect detection
method based on template correction and low rank decompo-
sition [29]. These methods, including ER, [27], [28], and [29]
achieve defect detection at block level. The ER algorithm
uses an Elo rating method for defect detection in the spirit
of sportsmanship, i.e., fair matches between partitions in an
image. The algorithm assigns an initial Elo point to each
partition. Matches are performed between partitions and Elo
points are adjusted accordingly. The losing partitions with
lower Elo point are consider as defective partitions. Defect
regions are identified after all matches. The algorithm is a
supervised learning algorithm and it is computationally inten-
sive. In [27], an image block clustering technique is used to
identify defect regions. The algorithm first divides an image
into blocks. The size of each block is determined by ‘‘one
agreement two’’ method. Second, the algorithm generates
a similarity matrix for the image by calculating correlation
coefficients of each image block. Thereafter, image blocks
are clustered into defective and non-defective classes by cal-
culating a transfer closure matrix of the similarity matrix.
In [29], the authors proposed a defect detection algorithm
that makes corrections of an image to be detected based on
non-defective image template. The defect detection is done
by segmenting salient maps generated by a sparse matrix of
a low-rank correction decomposition model.

At present, most of the defect detection algorithms have
a limited applicability. The methods for fabric defect detec-
tion designed for the pure-color fabrics are not suitable for
periodic-pattern fabrics, and vice versa. The situation can be
improved by introducing auto-encoder to image reconstruc-
tion. However, in traditional methods, training data directly
comes from non-defective images, which results in the image
block with fixed block size containing less features and the
accuracy of the algorithm is reduced. To this end, a fabric
defect detection method combining Image Pyramid [30] and

Direction Template is proposed. The effectiveness and perfor-
mance of the proposed algorithm have been evaluated using
widely adopted fabric dataset. The algorithm achieved up
to 69.58% on F-measure index, which outperforms existing
methods.

III. THE PROPOSED METHOD BASED ON IMAGE
PARAMID AND DIRECTION TEMPLATE
Traditional fabric defect detection methods are mainly based
on the analysis of digital image features of fabrics. Due to
the wide variety of texture and defect types exist in fabrics,
it is challenging to develop an algorithm that can locate defect
areas accurately. In this paper, we use an improved SDCAE
model as an image reconstruction model to reconstruct the
images to be detected and we determine the defect area in the
image by means of the similarity measurement.

FIGURE 1. Extraction of 32∗32 image blocks from original image
(256∗256) (make the image bigger for easy observation).

Additionally, traditional defect detection methods use
image blocks extracted from non-defective images. These
methods randomly extract fixed-size image blocks from a
non-defective image (as shown in Figure 1), that are used
for training models. In order to embody more image feature
information, the size of image blocks must be sufficiently
large, but the accuracy of defect location will be affected.
How to include more image feature information in an image
block of a fixed-size, while ensuring accuracy of defect local-
ization is another primary focus of this study. In response
to this challenge, two novel ideas are developed: Image
Pyramid and Direction Template. Before training the image
reconstruction model, the image pyramid is used to increase
the feature information contained in the image block. When
locating the defect area, the direction template matching
method is used to further filter the defect blocks (we call
it ‘‘fine-positioning’’) to improve the accuracy of the pro-
posedmethod. To this end, an improved SDCAE-based image
reconstruction method incorporated with Image Pyramid and
Direction Template is proposed for effective and efficient
defect detection in periodic-pattern fabrics and pure-color
fabrics.

A. IMAGE PYRAMID
Image Pyramid is a way of representing an image on multi-
level. The bottom of the pyramid is the image of its original
size. The layers from the bottom to the top of the pyramid
are obtained by recursively down sampling each adjacent
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FIGURE 2. 32∗32 image blocks extracted from each layer of the image
pyramid.

layer (as shown in Figure 2). As it can be seen from the
figure, with the increasing number of layers, image resolu-
tions decrease gradually, and the detailed feature informa-
tion decreases gradually, but the global feature information
increases (block size is consistent across all layers). It is worth
noting that the number of layers must be carefully selected.
When the number of layers is too few, the feature information
contained in each image block tends to be overlapping, when
the number of layers is too many, it is easy to exclude feature
information. In the experiments, a four-layer image pyramid
is used. In each layer of the image pyramid, image blocks
are randomly extracted with a r ∗c size sliding window. The
number of image blocks is proportional to the size of each
layer in the image pyramid. A total of N image blocks is
extracted for training the image reconstruction model (see
Figure 7 for details). The set of image blocks extracted from
all layers of the image pyramid (with the same size) contain
much greater, multi-level, feature information, that can be
used to construct a more robust model.

B. IMAGE RECONSTRUCTION MODEL
Auto-Encoder (AE) is an unsupervised learning algorithm,
which uses the structure of neural network to encode and
decode information. It is a widely adopted algorithm in
the field of image restoration, data compression and image
generation. In this paper, Stacked De-noising Convolutional
Auto-Encoder (SDCAE) [31] is used as image reconstruction
model. It is a variant of conventional AE. It uses stack-
connected convolution layers to replace hidden layers of a
conventional AE, so that the model retains the advantages
of Convolutional Neural Network (CNN) structure: local
perception and value sharing, which can greatly reduce the
number of model parameters, thus, making the model more
time-efficient for training and testing. SDCAE also retains
the ability of aggregating spatial information and feature
dimension information of AE, which is useful for improving
image reconstruction quality of the model. The image recon-
struction model consists of two parts: encoder and decoder.

Model parameters and network depth for each convolution
layer are carefully adjusted before training.

As shown in Figure 3, the steps for training the network
are as follows. Extracted image blocks (denoted as X) are
used as the input for the model. A random noise is added
to each image block x (with r ∗ c size) in X. After the first
three rounds of convolution-pooling operations (encoder) and
the last three rounds of up sampling-convolution operations
(decoder), the output y of the network is obtained, y = F (x).
When X of N ∗ image blocks is processed in the same
way, we can obtain the set of all the reconstructed image
blocks (denoted as Y). The loss function is defined as the
Euclidean distance between the input image block set X and
the reconstructed image block set Y. Byminimizing the value
of the loss function, the local minimal point can be found,
which indicates the convergence of the model and completes
the weight training for each layer.

C. SIMILARITY MEASURE AND ‘‘ROUGH-POSITIONING’’
After training the image reconstruction model, we can
use the model to reconstruct the image to be detected.
First, we need to divide the fabric image to be detected
(denoted as I) into several r∗c-sized image blocks. These
image blocks are used as inputs to the image reconstruction
model to obtain the reconstructed image (denoted as I′),
I′ = F (I). Figure 4 (a) and (b) show the partial results before
and after the reconstruction of defective image blocks, and
Figure 4 (c) and (d) show the results for non-defective image
blocks. As it can be seen from Figure 4, the reconstruction
of non-defective image blocks is highly similar before and
after reconstruction. (We call it ‘‘self-similarity’’) In contrast,
there are significant differences between the defective image
blocks and reconstructed defective image blocks. Based on
this observation, defects can be identified by comparing
image blocks before and after reconstruction. In this paper,
Structural Similarity IndexMeasurement (SSIM) [32] is used
to quantify the differences between defective blocks and
non-defective blocks. The formulas for calculating the SSIM
for two image blocks P and Q are as follows:

SSIM (P,Q) =
(2uPuQ + c1)

(
2δPQ + c2

)(
u2Pu

2
Q + c1

) (
δ2P + δ

2
Q + c2

) (1)

where uP and δ2P are the average and the variance of P,
respectively; uQ and δ2Q are the average and the variance of Q;
δPQ is the covariance of P and Q; c1 and c2 are constants. The
value of SSIM ranges in [0, 1]. If the value of SSIM equals 1,
the two image blocks are highly similar.

The detailed steps for calculating the similarity are as
follows:

First, we have to consider the block of the image to be
detected I and the reconstructed image I′(the output image
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FIGURE 3. SDCAE Image reconstruction model.

FIGURE 4. (a)Defective image block. (b)The image block of (a) after
reconstruction. (c) Non-defective image block. (d) The image block
of (c) after reconstruction.

of image reconstruction model), defined as:

I =

 B1,1 · · · B1,n′
...

. . .
...

Bm′,1 · · · Bm′,n′

 and I
′

=

 B′1,1 · · · B′1,n′
...

. . .
...

B′m′,1 · · · B
′

m′,n′ .


The image I and I′ are divided into m′ ∗ n′(m′ = b Rr ′ c, n

′
=

b
C
c′ c) sub-image blocks, where the sub-image block size

is r′∗c′.
If the size of image blocks is too big, the defect area

location in image block will be inaccurate, and if r′ , c′ are
too small, it is hard to detect those blocks, which contain large
defective area, and the localization accuracy of defects area

will be poor. Thus, a 16 ∗ 16 size image block is considered
to be an appropriate size, that can cover most of defect areas
with better localization accuracy.

Subsequently, the similarity measure matrix for I and I′, are

calculated, denoted as S =

 s1,1 · · · s1,n′
...

. . .
...

sm′,1 · · · sm′,n′

, where si,j =

SSIM
(
Bi,j,B′i,j

) (
1 ≤ i ≤ m′, 1 ≤ j ≤ n′

)
.

Finally, a S-matrix block histogram of fabric image and a
threshold Ts are collectively used to separate defective blocks
and non-defective blocks; If si,j ≤ Ts, the image block Bi,j is
considered as an image block that potentially contains defect,
i.e., ‘‘rough-positioning.’’

D. ‘‘FINE-POSITIONING’’ BASED ON
DIRECTION TEMPLATE
After the similarity measurement, the accuracy of the
algorithm can be further improved. Because the texture of
adjacent non-defective image blocks in selected direction is
similar (we call it ‘‘the local-similarity’’) and the texture dif-
ference between the defective image block and the direction
template is large, the direction template matching method is
used to further distinguish whether the ‘‘rough-positioning’’
defective block is a real defective block.

1) THE SELECTION OF TEMPLATE
Template can be horizontal, column, diagonal or global. For
an image that is organized in block matrix, the average of
image blocks in horizontal, vertical, diagonal and global
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FIGURE 5. Schematic diagram of block images.

directions are calculated respectively and selected as tem-
plates. In this paper, the selection of the direction template
was based on the analysis results from empirical studies. Tak-
ing a 4∗4 block image as an example (as shown in Figure 5),
the template for each direction is calculated as follows:

Horizontal template set HT =
{
H̄j
}4
j=1 , H̄j =

1
4

∑4
i=1 Ai,j;

Column template set CT =
{
C̄i
}4
i=1 , C̄i =

1
4

∑4
j=1 Ai,j;

Diagonal template set AT =
{
T̄m
}7
m=1 , T̄m =

1
7

∑
i−j=m−4,1≤i,j≤4 Ai,j;

Anti-diagonal template set OT =
{
Ōm
}7
m=1 , Ōm =

1
7

∑
i+j=m+1,1≤i,j≤4 Ai,j;

Global template GT = 1
16

∑
1≤i,j≤4 Ai,j.

Due to problems in the textile production environment and
shooting angles, the values of column templates, horizontal
templates, diagonal templates, anti-diagonal templates, and
global templates may shift and stretch, which may result in
the similarity values between defect-free image blocks and
these direction templates are very different. For different data
sets, the situations of shift and stretch may be different, and
we need to calculate the degree of distortion of the images
in each direction for each dataset and to select the most
appropriate direction template.

(1) We randomly select N′∗ non-defective images from the
dataset and calculate the template H̄j, C̄i, T̄m, Ōm,GT , of each
image in all directions.

(2) Calculate the average of the similarity value between
the image blocks and the templates in each direction:

SH =
1

m′ × n′

n′∑
j=1

m′∑
i=1

ssim(Ai,j, H̄j)

SC =
1

m′ × n′

m′∑
i=1

n′∑
j=1

ssim(Ai,j, C̄i)

SA =
1

m′ × n′

m
′
+n
′
−1∑

m=1

∑
i−j=m−n′

ssim(Ai,j, T̄m)

SO =
1

m′ × n′

m
′
+n
′
−1∑

m=1

∑
i+j=m+1

ssim(Ai,j, Ōm)

SG =
1

m′ × n′

m′∑
i=1

n′∑
j=1

ssim(Ai,j,GT )

(3) Select the direction template with the largest mean of
similarity value of N’ image:

T = arg MAX
direction

{
1
N ′
∑

N
, SH ,

1
N ′
∑

N
, SC ,

1
N ′
∑

N
, SA,

1
N ′
∑

N
, SO,

1
N ′
∑

N
, SG

}
where 1

N ′
∑

N , SH is the mean of the similarity values in
horizontal direction of the N′∗ images, Column direction,
diagonal direction, anti-diagonal direction and so on.

FIGURE 6. (a)Image block to be detected. (b) Template of the image (a) to
be detected in all directions.

Figure 6(a) is a 16∗16 block image, Figure 6(b) shows the
templates in all direction, the similarity between the image
block and its corresponding column direction template is the
largest, which is the same as the result of the selection of
template, the largest mean of similarity value on star type
fabrics is the column direction template, because the images
displayed in our dataset have little shift and stretching in the
column direction. Therefore, the column direction template is
selected as the reference template for ‘‘fine positioning’’ on
star type fabrics.

2) ‘‘FINE-POSITIONING’’ METHOD
For each ‘‘rough-positioning’’ image block, the algorithm
calculates the difference between ‘‘rough-positioning’’ image
block Ci,j and its corresponding direction template C̄j. If C̄j
is a defective image block, dist

(
Ci,j, C̄j

)
will be larger than

the threshold Td . Conversely, dist
(
Ci,j, C̄j

)
will be smaller
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FIGURE 7. Flow chart of fabric defect detection method.

than Td, if Ci,j is a non-defective block. This filtering can
significantly lower the false detection rate. The steps of the
direction template ‘‘fine-positioning’’ method are as follows:
(1) Generate a block matrix for each image to be detected;
(2) Construct direction templates of horizontal, column, diag-
onal, anti-diagonal and global for each blocked-image and
then select the best direction template T with the highest
similarity values; (3) Calculate the differences between the
results obtained from the ‘‘rough-positioning’’ process and
the selected direction templates. The comparison results in an
improved defect block localization, hence ‘‘fine-position.’’

E. THE PROCEDURE OF THE PROPOSED FABRIC DEFECT
DETECTION METHOD BASED ON IMAGE PYRAMID
AND DIRECTION TEMPLATE
As shown in Figure 7, the process is twofold: (1) training
image reconstruction model and (2) defect localization.

The training stage of image reconstruction model:
Input: Ltrain∗ non-defective images (including 24 ∗

star images, 28 ∗ box images, 29 ∗ dot images, with
256∗256 image size).

Output: Trained Image Reconstruction Model F (∗).
Step1: For non-defective images (denoted as Itrain),

an image pyramid (denoted as g ∈ G) is built for each image,
by recursively down sampling its immediate layer below,
three times, i.e., a four-layer image pyramid;

Step2: Extract N∗ image blocks with r ∗ c size from G
to form image block set X (for each layer image of G, the

sliding window with r ∗ c size is used to walk randomly, and
the image blocks are segmented. On average, one pyramid
layer of an image is segmented into bN/Ltrain/4c∗ image
blocks);

Step3: Use the improved SDCAE as an image reconstruc-
tion model, and use the image block set X as the inputs for the
SDACE. The training process terminates when the network
of SDACE reaches its convergence point. The trained image
reconstruction model is denoted as F (∗).

Defect location stage:
Input: Ltest∗ images to be detected with R ∗ C size (includ-

ing 25 ∗ star images, 26 ∗ box images and 30 ∗ dot images,
with 256∗256 image size); and the trained image reconstruc-
tion model, F (∗).

Output: Detection result of Ltest images.
Step1: Each image (denoted as A) in Ltest is divided into

uniform blocks of size r ∗ c, i.e., A =

 A1,1 · · · A1,n′
...

. . .
...

Am,1 · · · Am,n

,

where m =
⌊R
r

⌋
, n =

⌊
C
c

⌋
;

Step2: Each image block Ai,j ∈ A, (1 ≤ i ≤ m, 1 ≤ j ≤ n)
is fed into SDCAE model, and the corresponding recon-
structed image block A′i,j is obtained, A′i,j = F

(
Ai,j
)
,

where A′ =


A′1,1 · · · A

′

1,n

...
. . .

...

A′m,1 · · · A
′
m,n

;
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Step3: Re-block A and A′ according to r
′
∗c
′

(r
′

�r, c′ �c)

size, respectively, as A =

 B1,1 · · · B1,n′
...

. . .
...

Bm′,1 · · · Bm′,n′

 ,A′ =
 B′1,1 · · · B

′

1,n′
...

. . .
...

B′m′,1 · · · B
′

m′,n′

, where m′ =
⌊ R
r ′
⌋
, n =

⌊C
c′
⌋
;

Step4: Calculate the similarity measure matrix of A and

A′, marked as S =

 s1,1 · · · s1,n′
...

. . .
...

sm′,1 · · · sm′,n′

, where si,j =

SSIM
(
Bi,j,B′i,j

) (
1 ≤ i ≤ m′, 1 ≤ j ≤ n′

)
;

Step5: Construct a structural similarity histogram of S,
determine the threshold Ts. If si,j is smaller than the threshold
Ts in S, the image block Bi,j is initially considered as a defect
block Ci,j.
Step6: Construct and select the direction template T, e.g.

column template, which is marked as T = C̄j = 1
m′
∑m′

i=1 Bi,j;
Step7: Determine the distance threshold Td , and cal-

culate the difference value dist
(
Ci,j, C̄j

)
=

∥∥Ci,j − C̄j∥∥,
if dist

(
Ci,j, C̄j

)
is greater than Td , then Ci,j is considered as

an image block containing defects;
Step8: Traverse the set of Ltest images, each image is

processed in Step 2∼7, and the detection results of the corre-
sponding Ltest images are thereafter obtained.

IV. RESULTS AND ANALYSIS
A. DATASET AND EXPERIMENTAL ENVIRONMENT
The Periodic-pattern Fabric database and the TILDA dataset
are selected to evaluate our method. The experimental envi-
ronment consists of a LZ-748GTworkstation configuredwith
Intel E5-2600 CPU (2200 MHz), 32GB RAM and a Nvidia
16GB TITAN XP GPU. The software environment consists
of python 3.6, Tensorflow-GPU.version 1.1, and CUDA 9.0.

1) THE PERIODIC-PATTERN FABRIC DATABASE
The Periodic-pattern Fabric database, provided by Prof.
Ngan, University of Hong Kong [13], contains three types
of textured fabrics: dot, star and box. Each type of fabric
contains 5 to 6 defect types. The database contains fabrics
with a visible periodic structure and is used to evaluate the
performance of the proposed algorithm for periodic patterned
fabrics.

2) THE TILDA DATASET
TILDA is a Textile Texture Database which was devel-
oped within the framework of the working group Texture
Analysis of the DFG‘s (Deutsche Forschungsgemeinschaft)
major research programme ‘‘Automatic Visual Inspection
of Technical Objects.’’ The database contains a total of
eight representative textiles, three of which are pure-color
textured fabric images: Silk with very fine structure (we
call it ‘‘data1’’), Unprinted rayon (we call it ‘‘data2’’),

Low variation of random structural materials (Such as wool
or jute, we call it ‘‘data3’’). The resolution of the image is
512∗768. The TILDA dataset is used to evaluate the effec-
tiveness of the proposed algorithm for pure-color fabrics,
the TILDA dataset is used.

B. TRAINING IMAGE RECONSTRUCTION MODEL
In the experiments, the hyperparameters of image reconstruc-
tion model are configured as shown in Table 1.

TABLE 1. Super parameter setting.

The convergence of training process with star-pattern fab-
rics is shown in Figure 8. After 3000 iterations, the training
loss value gradually decreases until convergence.

FIGURE 8. Convergence of training process.

FIGURE 9. SSIM result histogram.

By constructing image pyramids, the features of image
blocks can be more abundant. It makes the image
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FIGURE 10. Schematic diagram of ‘‘rough-positioning.’’

FIGURE 11. Results of ‘‘fine-positioning.’’

reconstruction ability of the improved model stronger,
the defective blocks the similarity value between the defective
blocks before and after reconstruction is smaller, and it is
easier to judge whether they are defective blocks by similarity
measurement.

C. DETERMINATION OF THE THRESHOLD
Threshold determination is directly related to the accuracy of
detection. Threshold is determined from empirical studies.

We randomly extract 20% of each texture type images from
the standard Periodic-pattern Fabric database to determine
the threshold Ts and each image is divided into 256 image
blocks. i.e. 1280 ∗ image blocks of star type, 1280 ∗

image blocks of box type and 1536 ∗ image blocks of
dot type are sampled respectively. Each image block corre-
sponds to a structural similarity value. The structure simi-
larity histogram of star texture type image blocks is shown
in Figure 9.

182328 VOLUME 7, 2019



H. Xie et al.: Fabric Defect Detection Method Combing Image Pyramid and Direction Template

FIGURE 12. Detection results of six algorithms on periodic textured
fabrics.

As it can be seen from Figure 9, the SSIM values of
non defective image blocks are generally higher than those
non-defective image blocks, most of which are above 0.80.
In general, the threshold Ts, that is used to detect defective
image blocks, is set to a number in the range of (0.80, 0.87).
Because the threshold Ts is larger, more false detection blocks
will be generated, at the same time, the missed detection rate
can be effectively reduced. The threshold Ts is set 0.865. And
the generated false detection blocks can be further filtered by
the subsequent direction template matching process.

D. DEFECTS LOCALIZATION
The localization process for locating defective image blocks
mainly consists of two steps: ‘‘rough-positioning’’ and
‘‘fine- positioning.’’

We use the self-similarity of image blocks to distin-
guish defective blocks from non-defective blocks for ‘‘rough-
positioning.’’ The similarity measure matrix S of the image
to be detected was calculated, and the threshold Ts was set to
0.865. Image blocks having self-similarity values less than Ts,
are considered to be defective (as shown in Figure 10). After
similarity measurement and ‘‘rough-positioning’’, defective
blocks can be roughly located.

In the process of ‘‘fine-positioning’’, falsely detected
image blocks from the ‘‘rough-positioning’’ process are fur-
ther identified with respect to the local-similarity of the
same column of image blocks. Thus, we select column tem-
plate as reference template. Figure 11 (left) shows detec-
tion results obtained from the ‘‘rough-positioning’’ process
(the red frame is the positioning block). Then, we calculate
the direction template, match the image blocks of ‘‘rough-
positioning’’ with the direction template in turn. We fil-
ter out these blocks with similarity values smaller than the
threshold Td , to obtain the result of the ‘‘fine-positioning’’
as shown in Figure 11 (middle). Finally, by comparing with
the ground-truth in Figure 11 (right), the false detection rate
of the ‘‘fine-positioning’’ results is lower than that of the

TABLE 2. Star fabric defect detection results (%).

‘‘rough-positioning’’ results. The accuracy of the detection
results is improved after using the template matching in col-
umn direction.

E. DETECTION RESULTS AND COMPARISION
Ground-truth is divided into blocks. And 0 -1 operations are
performed on the detected images, i.e., the detected defective
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FIGURE 13. (a) Image to be detected. (b) Ground-truth. (c) Detection results of our method.

blocks are set to 1, and the rest is set to 0. The final detection
results of our algorithm are compared with the corresponding
ground-truth. True Positive (TP) is defined as both the detec-
tion results and the Ground-truth are 1. The parts marked with
0 in the detection results with their corresponding Ground-
truth 0 are recorded as True Negative (TN). The parts marked
with 1 in the detection results with their corresponding
Ground-truth 0 are recorded as False Positive (FP). The parts
marked with 0 in the detection results with their correspond-
ing Ground-truth 1 are recorded as False Negative (FN). The
four statistics above are used to calculate the following four
evaluation indexes: True Positive Rate (TPR), False Positive
Rate (FPR), Positive Predictive Value (PPV) and Negative
Predictive Value (NPV).

TPR = TP/ (TP+ FN ) (2)

FPR = FP/ (FP+ TN ) (3)

PPV = TP/ (TP+ FP) (4)

NPV = TN/ (TN + FN ) (5)

A higher value of TPR, PPV & NPV or a lower value of
FPR indicate better detection results.

Additionally, F-Measure index [33], [34] is used to evalu-
ate the performance of the proposed methods. F-Measure is a
comprehensive evaluation index used tomeasure the accuracy
of two-category models in statistics. It also takes into account
the accuracy of the classification model (also known as the
precision of the PPV) and the recall rate (TPR). F-Measure
can be seen as a weighted average of model accuracy and
recall. It has a maximum value 1 and a minimum value 0.
It is calculated as follows:

F−Measure =
2× PPV × TPR
PPV + TPR

=
2× TP

2× TP+ FN + FP
(6)

The performance of the proposed algorithm (labeled as
M6) is compared with five well-known algorithms including
WGIS, ER, [27], [28] and [29] (labeled as M1, M2, M3, M4,
M5), with the respect to the five indicators mentioned above
(TPR, FPR, PPV, NPV and F-Measure).

From the results shown in Table 2 to Table 4, it can be
seen that the PPV of our method is 33.22% higher than other
algorithms, on average (17.68% higher than M5 on average),
which indicates that the defective block detection accuracy is
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FIGURE 14. (a) Pure-color fabric images from TILDA dataset. (b)Defect detection results of (a).

higher than other methods. For the dot and star patterns, the
average TPR and PPV values of the proposed algorithm are
both above 70%. As shown in Figure 12, compared with the
other five methods, the F-measure of the proposed algorithm
is 26.28% higher than M1 – M4, on average (11.02% higher
than M5 on average), which yields the best comprehensive
performance. Compared with other methods, the precision
(PPV) of the proposed method is significantly higher, but
when detecting defects in star-pattern and box-pattern fab-
rics, the recall (TPR) is lower than the M5 method (down
3.81%) on average, FPR values are slightly less than the
M5 method, which shows when the defect area is small,
there are some errors in the detection result of our method.
As it is shown in Table 3, the detection result of thick bar
defect type in dot-pattern of our method is not as promising
as others. The reason for this is to be investigated in the future
work.

In addition, we also verified the effect of the chosen pyra-
mid layers (4 layers in the experiments) and the image block
size. As shown in Table 5 and Table 6, we can receive better
results when the number of pyramid layers is set to 4 and the
size of image block is set to 32∗32.
Figure 13 shows the partial detection results of the

proposed method from processing periodic-pattern fabric
images. From Figure 13(b) and (c), it can be seen that the
proposed method can accurately locate most of the defective
blocks.

F. DETECTION RESULTS FOR PURE-COLOR FABRICS
As shown in Table 7, the proposed algorithm has been
evaluated using the TILDA dataset, reaching 80.65% in
F- Measure. The algorithm in this paper is not only effec-
tive for detecting defects in periodic-pattern fabrics, but it
is also effective for detecting defects in pure-color fabrics
without patterns. A part of the detection results is shown
in Figure 14. Figure 14 (a) shows three pure-color fabrics
with it is also effective for detecting defects in pure-color
fabrics defects, while Figure 14 (b) shows the corresponding
detection results. It can be seen that the proposed method can
detect the location of the defective blocks more accurately.

G. ANALYSIS
When using the Periodic-pattern Fabric dataset, the proposed
method can detect all 81 defects, in which 25 defects were
detected from images containing star patterns, 26 detected
from images containing box patterns and 30 detected from
images containing dot patterns). Since the detection results
of M3 and M4 methods contain more false positive image
blocks (marked as non-defective and predicted as defective
blocks), the final results of FPR and PPV are poor. Although
the M5 method results in a better PPV and FPR due to the use
of template correction and low rank decomposition methods,
however, the M5 method is not suitable for fabrics with dot
patterns, and its PPV index can be further improved. In this
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TABLE 3. Box fabric defect detection results (%).

paper, the direction template matching method is used during
the process of defect localization, which can effectively filter
out some false positive image blocks, thus, improving PPV
for all three kinds of fabrics.

Evaluations also consider recall rate, precision rate and
F-Measure. When the recall rate is slightly reduced, the

TABLE 4. Dot fabric defect detection results (%).

precision is significantly improved. The balanced index
F-Measure of the proposed method is higher than all other
methods involved in the evaluation.-The proposed method
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TABLE 5. The detection results of our method with different pyramid
layers (%).

TABLE 6. The detection results of our method with different image
block (%).

TABLE 7. The detection results of our method on TILDA dataset (%).

has a strong potential to be applied to a wider range of
applications.

V. CONCLUSION
A fabric defect detection method based on Image Pyramid
and Direction Template is proposed in this paper. In the
training stage, training sets are created by randomly extract-
ing image blocks from non-defective images using image
pyramids, which makes the feature information of the image
block more abundant and the reconstruction effect of the
model more remarkable. During the stage of image recon-
struction and defect localization, the defective image blocks
are roughly located by using the autocorrelation before and

after reconstruction. The direction template is introduced to
reduce the false detection rate of defective image blocks.

Experimental results show that the PPV index and the
F-Measure index of the proposed method are much better
than existing algorithms for periodic-fabric defect detec-
tion. The defect localization accuracy is better than other
methods, achieved up to 69.58% on average for F-measure
on Periodic-pattern Fabric database. And the algorithm can
also be used for pure-color fabric defect detection, reaching
80.65% F-Measure for TILDA dataset. However, the pro-
posedmethod achieves defect localization at block level. This
can be further improved by detecting defects at pixel level.
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