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ABSTRACT The Internet of Things (IoT) transforms many fields, including the educational, logistics, and
manufacturing industries. The IoT is an internet framework whereby a large number of devices or equipment
are connected and synchronized using gateways, third-party technologies, and software in machine-to-
machine and cloud computing networks. With the flourishing development of IoT, cloud computing plays
an essential role in its application layer. Cloud computing technology has been widely applied in various
industries and developed as particular cloud computing types: education as a service (EaaS), logistics as
a service (LaaS), and manufacturing as a service (MaaS). The applicability of cloud computing in various
industries has attracted significant attention from researchers and professionals. This study investigated the
technical trends of emerging cloud computing technologies and surveyed 3,697 cloud computing-related
studies from 2010 to 2019. The findings indicate that intelligence and automation are the core issues that
drive research on cloud computing. The main types of research are critical review, system design, and
systematic analysis. Cloud computing services (e.g., XaaS, EaaS, LaaS, MaaS) are related to big data,
analytical technologies, service orientation, and IoT. This study applied machine-learning algorithms to
analyze educational, logistic, and manufacturing data and yielded results with more than 90% accuracy
and AUC. This study used various devices such as laptops, tablets, and smartphones to configure and review
machine-learning models using third-party cloud platforms, which are infinitely scalable and flexible for
data analytics, thereby allowing users to make quicker predictions and decisions focused on business needs.

INDEX TERMS Cloud computing, machine learning, education as a service (EaaS), logistics as a service
(LaaS), manufacturing as a service (MaaS).

I. INTRODUCTION
In 2000, the MIT Auto-ID Center proposed the framework of
the Internet of Things (IoT) [1]. The IoT European Research
Council defined IoT as the connection of devices, physical
objects, and humans at any time, in any place, with anything
on the Internet [2], [3]. The IEEE IoT Initiative recently pro-
posed that the standard of IoT framework involves descrip-
tions of various IoT domains [4]. IoT can be considered
as an infrastructure that connects devices and objects with
networks and databases; it is expected to revolutionize many
industries [5]. IoT provided a machine-to-machine (M2M)
and human-to-machine (H2M) architecture for advanced
metering infrastructure (AMI) [6]. The smart grid is a typi-
cal IoT application that involves data communications, data
acquisition and data analytics from users, distribution sub-
stations, and transmission lines [7], [8]. The high costs of
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infrastructure maintenance and equipment procurement may
influence business revenue in industries.

This IoT concept is classified as follows: perceptron layer,
network layer, and application layer. Cloud computing is per-
formed on the application layer of IoT, providing virtualized
computing resources over the internet. Most companies, such
as Cisco, Microsoft, and Amazon, provide cloud services to
different industries, such as education, manufacturing, and
logistics (see Figure 1).

Using cloud computing services, a user can access vir-
tual resources instead of buying physical infrastructure and
computing resources. Such services provide a configurable
and extensible infrastructure that supports different types of
inputs (e.g., customer needs, device control, and sensors)
and outputs (e.g., indicators, analyzer, and actuators). Cloud
computing comprises three categories of cloud computing
services: Platform as a Service (PaaS), Infrastructure as a Ser-
vice (IaaS), and Software as a Service (SaaS). Cloud comput-
ing has developed new kind services: Education as a Service

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 181505

https://orcid.org/0000-0002-7666-4642
https://orcid.org/0000-0003-4522-7340


Y.-H. Hung: Investigating How the Cloud Computing Transforms the Development of Industries

FIGURE 1. The current cloud computing ecosystem.

(EaaS), Logistics as a Service (LaaS), andManufacturing as a
Service (MaaS), for different industries. Cloud computing is
essential to every industry. For the education industry, cloud
computing offers users adaptive learning strategies and real-
time learning activities; e.g., massive open online courses. For
the logistics industry, logistical problems can be estimated,
visualized, and analyzed on the cloud to optimize logistics
strategies, such as vehicle rental projects. For the manufac-
turing industry, cloud computing provides the convenience
method, which is not constrained by factory location or time.
Manufacturing processes and equipment can be analyzed and
visualized promptly on a cloud platform, e.g., the success-
ful GE aircraft predictive maintenance case. Accordingly,
famous companies such as IBM and Microsoft provide cloud
computing tools that can be applied quickly in many fields.
Microsoft Azure Machine Learning Studio is a cloud-based
analytics tool designed to simplify ML procedures for the
user. This study surveyed cloud computing-related research
and applied ML to data obtained from different industries.
The goals were as follows:

� to investigate current cloud computing-related tools
and business applications

� to survey current cloud computing-related research
through keyword analysis

� to apply cloud computing to predictions for different
issues in the fields of education, logistics, and manu-
facturing

This study aims to develop the cloud technology and survey
the studies related to cloud computing. Session 2 investigates
the technical trends of emerging cloud computing technolo-
gies. Session 3 assesses cloud computing-related literature.
Session 4 applies the main ML algorithms to analyze the
data in education, logistics, and manufacturing industries.
Session 5 describes the dataset, evaluation criteria, and ana-
lytics results. Session 6 discusses effect of cloud computing
on different industries. Session 7 concludes with this study’s
significance, limitations, and future work.

II. SURVEY OF CLOUD COMPUTING TECHNIQUES
Cloud computing services, such as IaaS, PaaS, and SaaS,
provide cloud-based applications to users who perform tasks
using the cloud. Cloud computing takes different forms (e.g.,
EaaS, LaaS, MaaS). The phrase ‘‘as a service’’ attracts sig-
nificant attention from users. The idea of ‘‘Everything as

TABLE 1. The main cloud computing software from different report.

FIGURE 2. The trend of the global IT S pending Forecast (billion US
dollars) [9].

a Service’’ (XaaS) transforms industries. Figure 2 shows
the worldwide IT Spending Forecast from the 2019 Gart-
ner Report. Cloud computing is taking on more than hun-
dreds of billions of dollars of work. Gartner Inc. predicts
that global IT spending is expected to reach $3.79 trillion
USD in 2019, which is an increase of 1.1% from the pre-
vious year [9]. Technavio has stated that the global IaaS
market would grow by 101.56 billion USD at a compound
annual growth rate (CAGR) close to 28% during 2019–2023.
MarketsandMarketsTMforecasts that themarket size of cloud-
related services will grow to 9.47 billion USD by 2022 at
a CAGR of 24.5% during 2017–2022 [10]. Another report
indicated that the worldwide cloud computing market size
will increase to 623.3 billion USD by 2023 at a CAGR of
18% [11]. These business reports indicate that cloud comput-
ing has a great influence on the global marketplace.

A. CLOUD COMPUTING PROVIDERS
Table 1 shows the main cloud computing providers men-
tioned by different consulting institutions. Microsoft, IBM,
Amazon, Oracle, Alibaba, and SAS are common cloud ser-
vice providers; they offer numerous cloud computing appli-
cations (e.g., Microsoft Azure, IBM, Google, and Oracle
Compute Cloud Service) that can be employed in various
scenarios according to the different requirements of different
industries. Based on the integrated results, we investigated
these software functionalities. Most providers offer cloud
infrastructure (e.g., Google Cloud), communications services
(e.g., Azure IoT Gateway), data centers (e.g., Microsoft
Azure Data Lake), and data analytics (e.g., SAS predictive
analytics module, IBM SPSS modular).
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FIGURE 3. The evolution of data analytics.

B. DATA ANALYTICS AND CLOUD COMPUTING
Data analytics is essential for cloud computing. Cloud com-
puting involves aspects such as data collection, data analytics,
and visualization. Microsoft, Gartner, Information Builders,
and other business consulting institutions classify data ana-
lytics into four as follows: descriptive, diagnostic, predictive,
and prescriptive. Figure 3 demonstrates the evolution of data
analytics. Predictive analytics has been conducted widely,
e.g., GE engine predictive maintenance. Predictive analytics
is essential in various fields; this study has applied it to
different issues in education, logistics, and manufacturing.

III. CLOUD COMPUTING-RELATED STUDIES
Varghese’s studies indicated the importance of cloud com-
puting and demonstrated its evolution in recent years [13].
Cloud computing has been widely applied to different indus-
tries. XaaS is considered to be an innovative concept, and
computing services have developed into various types: EaaS,
LaaS, and MaaS. To obtain a deeper understanding of cloud
computing-related trends, this study analyzed the compre-
hensive profiles of cloud computing, XaaS, EaaS, LaaS, and
MaaS, by using studies found using Google Scholar. The
Publish or Perish (PoP) software was used to survey the
relevant studies published during 2010–2019. We initially
used PoP to obtain the related studies; the obtained result
was manually reviewed and subsequently filtered for the top
20 most cited papers. The keywords of these top citation
papers were included in this study and present the current
technology trend.

A. CLOUD COMPUTING
This study used the keywords ‘‘cloud computing’’ and
obtained 999 academic-related studies. Mell et al. defined
cloud computing as a model for allowing convenient and
on-demand network connected to several configured com-
puting components (e.g., storage, servers, and services)
that can be rapidly deployed the resource with optimal
management effort [14]. Standard cloud computing offers
cloud infrastructure, online web GUIs, data applications,
and data analytics. Cloud computing offers diverse types
of services, is flexible, and can scale to meet users’ needs.
Stergiou et al. integrated cloud computing and IoT tech-
nologies to demonstrate how the former could improve
the functions of the latter [15]. Zhang et al. applied
deep learning in the Industrial IoT (IIoT) [16]. Some
researchers have argued that cloud computing technologies

have created a ‘‘ubiquitous’’ trend of mobile devices
being employed to accomplish tasks promptly [17]–[19].
Related studies have indicated that cloud computing has the
potential to transform information and communication tech-
nologies by shaping how hardware is designed and purchased
as well as making software more valuable as a service [19],
[21]. Table 2 lists the cloud computing-related studies and
their current citation statuses. Those with high citations focus
on IoT, big data, data collection, analytics technology, and
visualization. The common keywords include ‘‘modeling and
simulation,’’ ‘‘big data,’’ ‘‘web,’’ ‘‘visualization,’’ ‘‘data cen-
ter,’’ ‘‘security and privacy,’’ ‘‘IaaS,’’ ‘‘SaaS,’’ ‘‘PaaS,’’ and
‘‘mobile.’’ Security [22]–[33], data access control [28]–[33],
data processing [31], and service-oriented application [34]
are key challenges for cloud computing. Developing the
advanced security toolkit to address these challenges is an
important avenue for future studies on cloud computing.

B. EVERYTHING AS A SERVICE (XAAS)
Botta proposed the cloud computing IoT (CC-IoT), which
integrates cloud computing and IoT [36]. XaaS is a cloud
computing service that involves various services through a
network. The cloud’s resources are sold as services to appli-
cations, such as scientific and industrial intelligent analyt-
ics (e.g., smart factory), on an XaaS cloud platform [37].
This study searched using the keywords of ‘‘Everything as
a Service’’ and obtained 570 academic-related studies. Some
research argues that the development of service systems has
continuously evolved, as have the services used in various
fields [40], [42]–[44]. XaaS is concerned with social sci-
ence, which aims to enhance co-creation and value creation
[42]. XaaS is used for data access and communication [40].
Value co-creation is determined by the social community;
it is reproduced in the sociality framework [43]. XaaS can
form as various services based on the industry’s character
for co-creation and value creation in service. Table 3 shows
their current citation statuses. Those with high citations focus
on service orientation, value creation, security, data appli-
cations, and networks. XaaS has been applied to marketing,
e-learning, GIS, and manufacturing. The common keywords,
which include ‘‘service,’’ ‘‘value co-creation,’’ ‘‘data,’’ ‘‘visu-
alization,’’ ‘‘data service,’’ and ‘‘information system.’’ XaaS
is transforming the development of the various industries
and cloud computing technologies. For the cloud computing,
more comprehension of various issues is required between
the demand (user side) and supply (service provider). [24].
This study surveyed various industrial issues (e.g., education,
logistics, and manufacturing) that could affect the different
roles of cloud computing and used real data in ML to form
different cloud computing services on a cloud platform.

C. EDUCATION AS A SERVICE (EAAS)
In today’s complex and highly competitive education envi-
ronment, the need to develop sustainable strategies and tech-
nologies has led to the creation of computing services. Some
studies argue that the attitudes and behaviors of students
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TABLE 2. The cloud computing studies.

while learning primarily determine the students’ perceptions
of the service quality provided [54], [63]. IBM has charac-
terized EaaS as advanced cloud computing that incorporates
infrastructure and platform software with additional business

TABLE 3. The XaaS studies.

processes. Microsoft has argued that EaaS can provide exten-
sible and proactive services to optimize the educational envi-
ronment and increase problem solving ability. EaaS-related
applications have been used extensively, and typical examples
are Microsoft Cloud Service and IBM Educational Cloud
Service. This study analyzed the comprehensive profiles of
studies of EaaS by using the keywords of ‘‘Education as a
Service.’’ The survey obtained 1,599 EaaS-related studies.
EaaS has been developing continuously in the past 10 years
and offers cloud infrastructure, online web GUI, and data
applications. The educational environment could be local,
national, or global, as well as in the classroom or the cloud.
Johnson indicated that EaaS is the business model of a
delivery system that unbundles the components of higher
education and offers students the option to pay for only
those courses that they want and need [54]. EaaS remains
extensible; it can be scaled to fit users’ requirement and has
been applied inmedical and power education [55], [56]. Some
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studies argue that the EaaS model would result in a ‘‘student-
driven’’ trend and retain students through services that make
their training obvious [57], [58]. Some research usedmachine
learning techniques to forecast secondary school student
performance [59], [60]. Table 4 shows the current citation
statuses of the studies. Those with high citations focus on
distance education, student satisfaction, big data, IoT, and
analytics technology. The common keywords include ‘‘big
data,’’ ‘‘IoT,’’ ‘‘e-learning,’’ ‘‘customer satisfaction,’’ ‘‘higher
education,’’ ‘‘new managerialism,’’ and ‘‘cloud computing.’’
The use of digital technologies to increase the quality of
education service is accomplished by providing access to
resources and enabling remote collaboration between stu-
dents and teachers [58].

D. LOGISTICS AS A SERVICE (LAAS)
LaaS is prevalent in the manufacturing, [76]–[79], transporta-
tion, and international trade sectors. Some researchers have
indicated that cyber-physical systems (CPSs) depends on
communication, computation, and control infrastructures to
support the efficient use of logistics resource [76]. Logistics
service providers have been dedicated to developing cloud
computing within a few years to cope with the growing IT
demands of logistics. Related studies on the influence of
cloud computing in the logistics management have presented
critical strategies for clouds to migrate to the logistics indus-
try when the existing logistics information systems move to
cloud systems [81], [82]. LaaS is a cloud computing service
that involves various services through a network. Most of
the LaaS-related studies mentioned the cloud manufacturing
issue [78], [83], [95].This study used the keywords of ‘‘Logis-
tics as a Service.’’ and obtained 133 academic-related studies.
Table 5 shows their current citation statuses. Those with
high citations focus on CPSs, cloud manufacturing, distri-
bution management, logistics management, and cloud-based
systems. The common keywords, which include ‘‘cloud
manufacturing,’’ ‘‘cyber-physical system,’’ and ‘‘cloud
computing.’’

E. MANUFACTURING AS A SERVICE (MAAS)
Cloud computing is transforming the traditional manufac-
turing industry. Cloud users can request services related
to product design, manufacturing, validation, quality man-
agement, and all the stages of a product’s life cycle [32].
MaaS combines advanced technologies (e.g., cloud com-
puting [99], [101], [102], IoT [100], and data science) and
service-oriented technologies [83], [99]–[108]. Cloud com-
puting is aiding the evolution of manufacturing processes and
equipment maintenance. Many researchers have endeavored
to leverage manufacturing performance with the advance-
ment and power of the new ICT technologies. MaaS is a cloud
computing service that involves various services through a
network. This study used the keywords of ‘‘Manufacturing as
a Service.’’ and obtained 396 academic studies. Table 6 shows
their current citation statuses. Those with high citations focus
on Industry 4.0, big data analytics, manufacturing, and digital

TABLE 4. The EaaS studies.

twins. The common keywords include ‘‘IoT,’’ ‘‘cloud com-
puting,’’ ‘‘CPS,’’ ‘‘big data,’’ and ‘‘Industry 4.0.’’ Most of
the MaaS-related studies aim to realize the complete shar-
ing, optimal on-demand use, and efficient allocation of the
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TABLE 5. The LaaS studies.

different manufacturing process [100], [101], [104]. Stud-
ies focused on improving MaaS are concerned with ser-
vice science, prognosis [106], big data [107], [115], and
industrial automation [112]. The concepts of digital twins
and big data have received significant attention in recent
years [115].

TABLE 6. The MaaS studies.

IV. APPLYING THE CLOUD COMPUTING SERVICE IN THE
INDUSTRIES
This study investigated EaaS, LaaS, and MaaS by apply-
ing a ML model to predict UCI data from various sources.
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The standard procedure for data analytics was employed to
preprocess and model the predicted issues for the learning
performance of students, vehicle acceptability, and semicon-
ductor manufacturing processes. ML algorithms were used to
solve and integrate these issues into different cloud comput-
ing solutions to achieve the goals of EaaS, LaaS, and MaaS.

A. PROCEDURE OF KNOWLEDGE DISCOVERY IN
DATABASES (KDD)
KDD is the process of acquiring potential useful information
by analyzing or mining data collections. This widely-used
technique of data analytics is based on procedures that ana-
lyze data from different sources. The standard procedures are
selecting a target dataset, preprocessing data, transforming
data formats, training models, and evaluation. To achieve
the goal of cloud computing, this study leveraged Microsoft
AzureMLStudio for pattern identification to predict different
datasets in various industries.Microsoft AzureMLStudio has
numerous users and is considered to be a popular applica-
tion. Users can build, evaluate, preprocess, model, and run
their data analytics projects with Microsoft Azure ML tools.
Figure 4 illustrates the procedures of KDD.

FIGURE 4. The procedure of KDD.

B. MACHINE-LEARNING MODELING
In this study, the support vector machine (SVM), tree-
structure algorithm, and classifier-related algorithm were
employed in predictive analytics. We also used the ensemble
learning method to enhance the accuracy of the algorithm.
Ensemble learning combines multiple decision models to
generate better predictive performance than could a single
decision model. The aim of ensemble-based model is the
combination of a group of weak learners to form a strong
learner and improve the overall performance for increasing
the accuracy of the model.

1) TWO-CLASS bOOSTED DECISION TREE
The two-class boosted decision tree algorithm is an example
of ensemble learning and relies on the ensemble of trees
to forecast. Succeeding trees adjust the errors of preceding
trees. The algorithm starts with an empty ensemble of weak
learners. The current output of the ensemble is obtained

for each training instance. This output is the aggregate of
the outputs of all the weak learners in the multiple model.
Next, the gradients in the loss function for each instance is
estimated by the model. The algorithm uses the examples
to fit a weak learner, and the gradient is simply defined as
the target function. The learning rate is used to combine the
weak learners together to create a strong predictive model.
The algorithm is repeated until it reaches a terminal condition.

2) TWO-CLASS SVM
A two-class SVM is based on an SVM algorithm used to ana-
lyze input data and recognize patterns in a multi-dimensional
feature space. The classifier initialized by this module is
suitable for choosing between two outcomes that depend on
categorical and continuous input variables. These machines
require labeled data and assign new examples into one cate-
gory or another while mapping them onto the same space.

3) TWO-CLASS LOGISTICS REGRESSION
A two-class logistic regression algorithm is a supervisory,
learning algorithm that predicts the probability of a binary
event’s occurrence using a logistic function. Logistic regres-
sion assumes a logistic distribution of the observation where
the probability that an observation is classified as one
of two categories is based on the independent variables.
The algorithm aims to exploring the optimal solution for
α{0}, . . . , α{r−1} by estimating the objective function of the
parameters with the given independent variables.

prob(x;α0, . . . , αr − 1) (1)

Equation 1 is the logistic distribution function, x is an
r-dimensional vector representing all the features of one
instance, and α{0}, . . . , α{r − 1} are the parameters of the
logistic distribution.

4) TWO-CLASS BAYES POINT MACHINE
A two-class Bayes point machine algorithm approximates
the Bayes-optimal decision of linear classifiers by choos-
ing a generalization performance classifier. The machine
stochastically approximates the center of solution space; thus,
the machine is not prone to overfitting the training data.

5) TWO-CLASS DECISION FOREST
A two-class decision forest algorithm is an ensemble learning
algorithm intended for classification tasks. The ensemble
mechanism is based on the general principle of not relying
on a single model but creating multiple related models and
combining them in some way to enhance performance. Gen-
erally, multiple ensemble trees provide better coverage and
accuracy than can single decision trees.

C. PROCEDURE FOR DATA ANALYTICS
In this study, the procedure for data analytics involved import-
ing open data, preprocessing and selection, training the data,
evaluating the model, and formulating accurate solutions
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FIGURE 5. The procedure of the data analytics used in this study.

TABLE 7. The list of dataset.

from the observed results. Figure 5 shows the various pro-
cessing steps.

D. DATA SOURCES
The results demonstrate cases of how cloud computing could
be applied in the educational, logistical, and manufacturing
fields. The dataset was taken from the UCI ML repository
[59], [116], [117]. Table 7 exhibits the dataset description.
The educational case developed an EaaS to predict the per-
formance of students learning mathematics. The logistical
case developed a LaaS for a vehicle selection problem with
data imported to the cloud and used to forecast preferences.
The manufacturing case was for predicting yield failure in
a semiconductor manufacturing process. The training model
was developed as a MaaS.

V. RESULTS
This study applied cloud computing to education, logistics,
and manufacturing. The results show how Microsoft Azure

TABLE 8. The traditional academic guide.

ML Studio could assist developers in creating a cloud ML
model for these industries.

A. EVALUATION CRITERIA
This study used accuracy, the receiver operating characteristic
curve (ROC), and the area under the curve of the ROC (AUC)
to evaluate the analytics.

1) ACCURACY
The key parameters are true negative (TN), false negative
(FN), true positive (TP), and false positive (FP). Equation 2 is
the formula for estimating the accuracy, which is the number
of correct assessments divided by the number of all assess-
ments.

Accuracy =
(TN+ TP)

(TN+ TP+ FN+ FP)
(2)

2) ROC
ROC is a probability curve plotted with the false positive
rate (FPR) on the x-axis against sensitivity on the y-axis.
Equations 3 and 4 are the formulas of sensitivity and FPR,
respectively:

Sensitivity =
TP

TP+ FN
(3)

FPR =
FP

TN+ FP
(4)

3) AUC
Accuracy is measured using the AUC, for which a value
closer to 1 represents a near-perfect test but less than 0.5 rep-
resents a worthless test. Table 8 shows the traditional aca-
demic guide for classifying the accuracy of a diagnostic test.

B. EaaS: PREDICTION OF STUDENTS’ LEARNING
PERFORMANCE
The related literature contains applications of educational
data mining to predict students’ learning performance [59].
Most of the studies used grades as the decision variable.
We used educational data analytics to predict learning per-
formance, such as failing or passing a course in mathematics.
Initially, we preprocessed data by labeling the target variable
according to the final grade variable (G3). The preprocessed
data were normalized by the min–max method to scale the
data between 0 and 1. Equation 5 is the formula of normal-
ization.

z =
x−min(x)

[max (x)−min(x)]
(5)

Table 9 shows the results of the experiment and analysis of
the performance. The trained model could be deployed as a
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TABLE 9. Results of analytics in education case.

web service or the data can be imported directly, then the
teacher can predict the students’ performance and create an
adaptive learning strategy on the cloud. The result shows that
this EaaS can offer educators real-time analytics anytime and
anywhere.

C. LaaS: VEHICLE SELECTION ANALYTICS
The transportation tool plays an important role in logistics
management. Some studies were dedicated to solving car
rental logistics [118]. Estimating the preferences for partic-
ular cars was also a key issue. This case aimed to predict if
a car was acceptable by analyzing its details. Table 10 shows
the results of the experiment and analysis of the performance.
These classification algorithms were employed to predict
vehicle acceptability (unacceptable/acceptable). The features
were used as the input and the vehicle was used as the decision
variable. The trained model could be integrated into a vehicle
rental logistics maintenance system via a web service and a
logistics manager could predict the data and retrain the model
promptly.

D. MaaS: YIELD FAILURE PREDICTION IN
SEMICONDUCTOR MANUFACTURING PROCESS
The manufacturing case aimed to forecast yield failure pre-
dictions for a semiconductor manufacturing process. We pro-
cessed the dataset by handling the missing values and used
the mutual information (MI) to filter the features. MI is a
score thatmeasures themutual dependencies among variables
by maximizing the mutual information between the target
variables and joint distribution in a multi-attribute dataset.
Table 11 shows the results of the experiment and analysis of
the performance. In this case, failure was a decision variable.
The data from a semiconductor manufacturing process was

TABLE 10. The result of analytics in the logistics case.

imported for predictive maintenance. The trained result could
be connected to a third-party application via a web service to
support real-time analysis in a cloud-based environment. The
trained model could be used as a MaaS by a manufacturing
manager to pre-plan and pre-schedule maintenance work,
as well as reducemaintenance costs for spare parts. TheMaaS
can assist users in predicting the remaining life of equipment,
reduce unplanned forced outages, and minimize the risk of
catastrophic failures.

VI. DISCUSSION
Some professionals and researchers are dedicated to realizing
the goal of XaaS, which consists of an extensive variety of
applications that can be accessed on-demand over a network.
This study has demonstrated the application of ML to data in
different industries and developed an EaaS, LaaS, and MaaS
on a cloud computing platform via a web browser instead of
utilizing these services in an internal physical environment
with infrastructure and servers to process the data. However,
cloud computing also involves network security, data collec-
tion, data analytics, data connectivity, data visualization, and
related value-added applications. The utility and security of a
cloud environment are discussed next.

A. UTILIZING CLOUD COMPUTING SERVICES
This study showed how cloud computing could affect
different industries. In some specific industries, such as
manufacturing, logistics, education, and medical, an enter-
prise’s profile can be authorized only on a local server. Cloud
computing may not be suitable for all industrial fields in
diverse environments. Fog computing and edge computing
may be suitable for a specific industrial field. Fog computing
aims to distribute the utilization of cloud computing to a
network edge. Fog computing is ideal for IoT and real-time
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TABLE 11. The result of analytics using MaaS.

connectivity applications. GE, Intel, Dell and other enter-
prises from hardware, software are considered as key role in
the development of fog commuting. Some researchers have
indicated that the distributed cloud system could increase
the utilization of the network in the future [13]. Edge com-
puting offers computing power, as well as memory, closer
to a user’s location. Oracle, IBM, Microsoft, Advantech the
main service providers also proposed the edge-based solution
(e.g., Oracle tactical edge cloud, Microsoft Azure IoT Edge).
Both types of computing will be considered in a future study.
We will train a model on the cloud but also retrain it on
the edge. This study was limited by its data sample; data
from diverse industries will be employed for data analytics
in future studies.

B. SECURITY ISSUES
Forrester’s report estimated that, by the end of 2018, half
of the businesses around the world will have used at least
one cloud service. This study has not only realized a cloud
computing service but also investigated the effects of devices
on a cloud computing environment by using tablets and
smartphones to access the environment. The cloudmeans that
everything is not constrained by space, time, or device. The
cloud services must comply with network security standards
to guarantee the integrity of the data of an enterprise and
protect any user that contracts such services. Some studies
surveyed the security challenges of cloud computing [23].
Some researchers have indicated that cloud computing ser-
vice users must be aware the risks of data breaches in a cloud-
based framework [23]. Validating the verification of a user
who is trying to access a cloud application when the user
signs out of a platform or changes a device is necessary for

cloud computing. This study surveyed our account, which
was validated on a cloud platform, by changing our device
to access the cloud service. Our case studies have shown that
the cloud computing environment validated our account when
we changed our device, then validated our use of the account
information. The survey’s results show that the cloud has
multi-factorial authentication, which means more credentials
that discriminate and verify access.

VII. CONCLUSION
Cloud computing has a growing market that many enter-
prise and organizations are adopting to enable their digital
transformation. This study not only surveyed cloud comput-
ing technologies but also current cloud computing services
research such as EaaS, LaaS, and MaaS. In Google Scholar,
results were obtained from 3,697 academic papers published
from 2010 to 2019. We used descriptive statistics, PoP, and
CiteSpace to analyze these studies. The recently proposed
concept of XaaS has quickly developed into diverse types of
services, such as EaaS, LaaS, and MaaS. The findings show
that the studies have a high number of citations. Classification
algorithms based on the standard KDD procedure were used
to analyze the imported data. The results show that data
from different industries can be imported into an authorized
cloud platform and the different algorithms had significantly
high accuracy. In the education case, this study predicted the
performance of students learning mathematics. The trained
results could aid instructors or teachers in personalizing indi-
vidual learning activities and materials. In the logistics case,
vehicle acceptability could be forecasted. The trained model
could assist car rental managers in formulating rental strate-
gies. In the manufacturing case, this study predicted equip-
ment failure and assisted in the formulation of predictive
maintenance strategies. Many consulting institutions have
emphasized the importance of cloud computing. This study
utilized cases from different industries to demonstrate that
cloud technologies offered users multiple alternatives for on-
demand infrastructure so that enterprises can avoid investing
in expensive and complex resources.

Adequate integrated cloud computing services and ICT are
prerequisites for keeping pace with the rapid rise of com-
plexity in various industries. This study successfully demon-
strates that using ML for training models on the cloud can
generate diverse cloud computing services, such as EaaS,
LaaS, and MaaS. Cloud platforms could provide personal-
ized and flexible environments for different industries and
assist in data analysis and strategy formulation. The trained
results could be integrated with third-party ML tools, such
as TensorFlow. Further, Python can be used for ML analysis
workflow. Trained modeling can be generated as a web ser-
vice for real-time analysis. This study surveyed how cloud
computing is changing the way industries practice decision-
making and problem solving with dynamically virtualized
and scalable resources provided as a service over the network
communication. The cloud platform is infinitely flexible for
data analytics, thereby giving users tomake efficient analytics

181514 VOLUME 7, 2019



Y.-H. Hung: Investigating How the Cloud Computing Transforms the Development of Industries

focused on users’ needs. Developers can configure cloud data
analytics using a mobile phone and tablet. However, the data
set in this study is limited, andmore industries’ data should be
included in future studies.We plan to conduct further research
to repeat this analysis in other industries to investigate how
ensemble learning algorithms can transform different indus-
tries. Future work could also investigate the potential of edge
computing formed from the ubiquitous devices in wearable
object, device and other embedded objects, as such embedded
computing will become more powerful and convenience in
diverse industries [17], [27], [35].
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