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ABSTRACT Accurate counting of wheat ears in field conditions is vital to predict yield and for crop
breeding. To quickly and accurately obtain the number of wheat ears in a field, we propose herein a method
to count wheat ears based on fully convolutional network (FCN) and Harris corner detection. The technical
procedure consists essentially of 1) constructing a dataset of wheat-ear images from acquired red-green-
blue (RGB) images; 2) training a FCN as the wheat-ear segmentation model by using the constructed
image dataset; 3) preparing testing images and inputting them into the segmentation model to get the
initial segmentation results; 4) binarizing the initial segmentation by using the Otsu algorithm (to facilitate
subsequent processing); and 5) applying Harris corner detection after extracting the wheat-ear skeleton to
obtain the number of wheat ears in the images. The segmentation results show that the proposed FCN-
based segmentation model segments wheat ears with an average accuracy of 0.984 and at low computational
cost. An average of only 0.033 s is required to segment a 256×256-pixel wheat-ear image. Moreover, the
segmentation result is improved by nearly 10% compared with the previous segmentation methods under
conditions of wheat-ear occlusion, leaf occlusion, uneven illumination, and soil disturbance. Subsequently,
the proposed counting method achieves good results, with an average accuracy of 0.974, a coefficient of
determination (R2) of 0.983, and a root mean square error (RMSE) of 14.043. These metrics are all improved
by 10% compared with the previous methods. These results show that the proposedmethod accurately counts
wheat ears even under conditions of wheat-ear adhesion. Furthermore, the results provide an important
technique for studying wheat phenotyping.

INDEX TERMS Wheat-ear counting, fully convolutional network, wheat-ear adhesion, Harris corner
detection, field conditions.

I. INTRODUCTION
Wheat is an important primary grain [1], and its yield is
crucial for national food security [2]. Wheat is in high
demand by most of the world’s population [3], so research
into predicting wheat yield has attracted significant atten-
tion [4]. The number of wheat ears per unit area is inti-
mately linked to wheat yield and breeding [5], and two
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methods are available to obtain the number of wheat ears
per unit area: manual field counting and image-based count-
ing of wheat ears. Because conventional manual count-
ing is time consuming and subjective, image-processing
technology has recently gained widely acceptance for count-
ing wheat ears [6]–[8] because of its strong universality
and high efficiency [9]. Generally, image-based counting
of wheat ears is confronted with two main problems:
the accurate segmentation of wheat ears and wheat-ear
adhesion [10].
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Currently, twomainmethods exist for object segmentation:
color-information-based and classifier-based segmentation.
Fan et al. enhanced the contrast between image colors by
fusing color saliency maps with brightness saliency maps
and then used the color information to segment a simple
dermoscopy image [11]. Ganesan et al. used the CIELAB
color space to quantify visual differences in an image, which
enabled them to segment images with significant color differ-
ences [12]. Color-information-based segmentation methods
rely excessively on color information and cannot effectively
segment images with small color differences [13]. Classifier-
based segmentation methods segment objects by learning the
characteristics of a target. Li et al. combined the texture
features of wheat ears with a neural network to effectively
identify wheat ears in a laboratory environment with white-
board background [14]. Zhou et al. combined multi-feature
optimization with twin-support vector machine to identify
wheat ears in field conditions; however this method was
greatly affected by soil background [13]. Classifier-based
segmentation methods need to extract target features and
then input them into classifiers to achieve segmentation.
The quality of the features chosen for segmentation plays
an important role in segmentation. Normally, it is difficult
to design a feature-extraction algorithm to fully mine the
exclusive characteristics of targets in complex conditions. In a
bid to overcome this difficulty, deep learning has recently
become widely used in image segmentation because it can
extract a complex hierarchy of features from images by self-
learning [15]. For example, Bargoti et al. used convolutional
neural networks to segment fruit in an orchard environment
[16]. In deep learning, a semantic segmentation based on
FCN has been widely used in image segmentation under
complex conditions [17]. For example, Martin-Abadal et al.
obtained high-precision semantic segmentation of the Posi-
donia Oceanica meadows in sea-floor images that was more
reliable than manual marking of images [18]. In other work,
Bai et al. proposed a deep learning method to semantically
segment remote-sensing images on complex backgrounds by
using U-Net to map the damage after a tsunami disaster. This
method greatly improved upon the practice of using applica-
tion values to respond to operational disaster [19]. Jiang et al.
proposed an end-to-end personal segmentation network struc-
ture that fuses a person-detection network with a FCN, which
allowed them to accurately segment a person in a natural
scene [20]. As a result, because of its high segmentation
accuracy and low computational cost, semantic segmentation
has become widely used in complex conditions [21].

After segmenting wheat ears, the adhesion of wheat ears
becomes particularly important. Fang et al. used watershed
segmentation to deal with adhesion in plant disease recog-
nition, but this method over-segments in multiple-adhesion
situations [22]. Ning et al. effectively segmented images of
adhesive ores based on pit matching. The adhesion situation
in their study was relatively simple [23]. The methods men-
tioned above for dealing with adhesion introduce segmenta-
tion errors and cannot cope with the complicated adhesion

of wheat ears in field conditions. Corner detection can effec-
tively identify point features of image-edge contour intersec-
tion, giving it the potential to solvemulti-target adhesion [24].
Yan et al. used Shi-Tomasi corner detection to effectively
solve the problem of adhesive vehicles [25]. Wang et al.
used the curvature scale space corner detection method to
successfully separate overlapped cells [26]. Therefore, corner
detection might be one way to solve adhesion problems in the
counting of wheat ears.

The main objectives of this study are (1) to explore the
ability of FCN to segment wheat ears in field conditions; and
(2) demonstrate whether corner detection can solve adhesion
problems in wheat-ear counting. This paper first marks and
cuts the acquired RGB images to train the wheat-ear segmen-
tation model. The trained model is then used to segment the
input image. Next, the wheat ears are binarized by using the
Otsu algorithm to highlight the area of wheat ears. Finally,
the wheat-ear skeletons are extracted, and the number of
wheat ears is obtained by using Harris corner detection [27].

The rest of this paper is arranged as follows: Section II
introduces the study area and the process used to generate
wheat-ear image datasets for segmentation model training
and testing. Section III outlines the proposed method to count
wheat ears, and Sec. IV presents the experimental results for
counting wheat ears in field conditions. Section V discusses
the effectiveness of the method, and Sec. VI gives the main
conclusions.

II. STUDY AREA AND PREPARATION OF EXPERIMENTAL
DATA
A. STUDY AREA AND DATA ACQUISITION
The experiment field was located at the wheat breeding base
of Agricultural Science of the Lixiahe District (Yangzhou,
China, 32◦25′18.97′′ latitudeNorth, 119◦31′25.66′′ longitude
East). The experiment was conducted under clear windless
weather from 12 a.m. to 2 p.m. on May 9, 2018, so the
possibility of image distortion due to weather conditions
was eliminated. A total of 180 wheat images were acquired
by using a Panasonic DC-GF9 digital camera (resolution:
4592×3448 pixels, aperture: f/6.3, exposure time: 1/250 s)
at 2.0 m above the vertical canopy, and with a 3 m × 2.25 m
view (Figure 1). Concurrently, the number of wheat ears was
counted manually in the same view field.

B. WHEAT-EAR IMAGE DATASET FOR TRAINING AND
TESTING SEGMENTATION MODEL
To train the proposed segmentation model, we selected
120 original wheat-field images to construct wheat-ear image
datasets. The wheat ears in these images were annotated by
four graduate students in 19 days. First, the wheat-ear con-
tours were traced in red (R:225, G:0, B:0). Next, the contour
of each wheat ear was filled by hole filling [28] to mark
the entire wheat ear. The manually marked wheat ears in the
original image were then used as the ground truth during
training and testing of the segmentation model.
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FIGURE 1. Schematic diagram of study area and data collection.

FIGURE 2. Generation of wheat-ear image dataset: (a) original image, (b)
manually annotated sub-image, (c) resampled and gray-scaled sub-image.
The red box represents a 768 × 768-pixel sliding window.

The original image was large and not conducive to train-
ing the segmentation model, so it was cut into sub-images.
To ensure that wheat ears and background were as visible
as possible, a 768×768-pixel sliding window was slid over
the original image with a step of 0.5×768 pixels to obtain a
total of 6500 sub-images. The sub-images were resampled to
256×256 pixels by using bilinear interpolation [29], and then
the resampled sub-images were gray-scaled [30] for training
segmentation models (Figure 2).

The input images were slightly processed to better test
them. First, the input image was resampled to (6×768)
× (5×768) pixels by bilinear interpolation. Next, by slid-
ing a 768×768-pixel window over an input image with a
step of 768, a total of 30 sub-images were obtained. The
sub-images were resampled to 256×256 pixels by bilin-
ear interpolation, and then the resampled sub-images were
gray-scaled to serve as test images.

III. METHODS
To properly segment wheat ears in complex conditions,
we trained the segmentation model based on a FCN. Based
on the segmentation results, the images are binarized by
applying the Otsu algorithm to highlight the wheat-ear in
the images, following which the wheat-ear skeletons are
extracted. Finally, Harris corner detection was used to count
the wheat ears. The critical steps of the method are as follows
(Figure 3):

1) Train the wheat-ear segmentation model based on the
constructed dataset of wheat-ear images.

2) Use the wheat-ear segmentation model to segment the
test images. Next, stitch the segmented sub-images

FIGURE 3. Flowchart of proposed wheat-ear counting method.

in sequence, and resample the spliced image to
4592×3448 pixels by using the bilinear interpolation
method. Finally, apply the Otsu algorithm to the resam-
pled image to obtain the binary image.

3) Use Zhang’s fast parallel algorithm [31] to identify the
wheat-ear skeletons in the binary image.

4) Use Harris corner detection to detect and then realize
the counting of wheat-ear.

A. CONSTRUCTION OF WHEAT-EAR SEGMENTATION
MODEL BASED ON FULLY CONVOLUTION NETWORK
The field wheat-ear segmentation model is realized by using
a fine-tuned U-Net network, which semantically segments
wheat ears in the field. The U-Net network is built on the
architecture of a FCN [32]. In the feature-extraction module,
the deep features of the target are learned by the successive
convolution layer. The output of the feature-extraction mod-
ule is then merged in the up-sampling module. The feature-
extraction part consists of ten 3×3 convolution layers and
four 2×2 maximum pooling layers, and the up-sampling part
contains eight 3×3 convolution layers, a 1×1 convolution
layer, and four 2×2 deconvolution layers.

The network function is powerful and suited formulti-scale
segmentation of large images in complex conditions. In this
paper, the input to the network is a 256×256-pixel grayscale
image. The output is a 256×256-pixel segmented grayscale
image of wheat ears in the field. Using the rectified linear unit
nonlinearity (ReLU) as activation function. The convolution
result of each convolution layer is filled with zeros to ensure
that the input and output size remains unchanged to avoid
cropping when up-sampling the output part of the feature
extraction. Figure 4 shows the field wheat-ear segmentation
network.

The wheat-ear segmentation model is trained by the
constructed wheat-ear image dataset, which contains 4550
training sets and 1950 verification sets. The specific param-
eters are (i) learning rate = 0.001, (ii) batch size =
20, (iii) epochs = 30, and (iv) steps_per_epoch = 1000.
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FIGURE 4. Field wheat-ear segmentation network. The red dotted frame shows the feature-extraction part of the network, and the green dotted frame
shows the up-sampling part of the network.

The learning rate determines how fast the parameter moves
to the optimal value, the batch size indicates the number of
samples taken from the training set for each training batch,
the epoch indicates the number of rounds used for training,
and the steps_per_epoch indicates the number of batches sent
to be trained in an epoch. The training time is 10.06 hours,
the segmentation accuracy is 0.984, the loss is 0.038, and
the segmentation of a 256×256 image takes 0.033 s. The
segmentation model can be well used for the segmentation
of wheat ears in the field.

B. IMAGE BINARIZATION USING OTSU ALGORITHM
The output of the above segmentation model is a probability
distribution map, which is a grayscale image. Therefore,
threshold processing must be applied to the probability-
distribution image to highlight the regions that are probably
wheat ears. The resulting binary image of the wheat ears
is more convenient for counting. The maximum inter-group
variance method was proposed by Otsu [33], which is an
adaptive threshold-determination method and is called the
Otsu algorithm. This algorithm divides the image into two
parts, background and target, by looking for the threshold
T based on the grayscale characteristics of the image. The
segmentation threshold of image foreground and background
is denoted T . The fraction of foreground pixel points in the
whole image is w0, and its average grayscale is µ0. The
fraction of background pixel points in the whole image is w1,
and its average grayscale is µ1. T is calculated as follows:

T = w0 × w1 × (µ1 − µ0)× (µ0 − µ1) (1)

C. HARRIS-CORNER-DETECTION–BASED WHEAT-EAR
COUNTING
Counting wheat ears requires first identifying the wheat-
ear skeletons, which is done by progressively scanning the
binary wheat-ear image to determine boundary points. All
boundary-point pixels are added to the boundary-point series.

FIGURE 5. Harris corner detection of wheat ears: (1) single wheat ear,
(2) two adhered wheat ears, (3) three adhered wheat ears. Panels (a), (c),
and (e) show RGB images of adhered wheat ears. Panels (b), (d), and (f)
show corner-detection images of adhered wheat ears. The figure shows
examples of various adhesion conditions. White is the wheat-ear area,
gray is the wheat-ear skeleton, and red points are corner points.

Next, Zhang’s fast parallel algorithm is used to judge whether
the boundary point can be deleted: If so, the point is directly
deleted; if not, the point is retained. After scanning, the image
is refined. Next, Harris corner detection is used to count the
number of adhesive wheat ears. As shown in Figure 5, a single
wheat ear has no corner point; two adhered wheat ears have
one corner point; three adhered wheat ears have two corner
points, etc. Thus, n corner points in a single connected region
indicate n + 1 wheat ears. In this way, the number of corner
points in the image is counted to obtain the number of wheat
ears in the image.

D. CRITERIA FOR EVALUATION ALGORITHM
Four metrics: SSIM, Precision, Recall, and F-measure, were
used to evaluate segmentation quality [34], [35]. SSIM
describes the similarity between the segmented image and the
real image: the higher its value, the more the two images are
similar. Precision measures the accuracy of the segmentation
algorithm, and Recall measures the integrity of the segmen-
tation image. Finally, F-measure is used to balance Precision
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FIGURE 6. Wheat-ear segmentation.

and Recall. A higher F-measure is indicative of better seg-
mentation. The segmentation time is used to evaluate the
efficiency of the algorithm. These metrics can be calculated
as follows:

SSIM (x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ

2
y + c1)(σ 2

x + σ
2
y + c2)

(2)

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

F − measure =
2× Precision× Recall
Precision+ Recall

× 100%. (5)

The accuracy, average accuracy (Acc), R2, and RMSE are
used as metrics to evaluate the counting performance [8].
Accuracy, Acc, and R2 values closer to unity indicate better
performance, as do smaller RMSE values:

Accuray =
|zi − ci|

zi
× 100% (6)

Acc =
1
n

n∑
1

|zi − ci|
zi

× 100% (7)

R2 = 1−

n∑
1
(zi − ci)2

n∑
1
(zi − z̄i)2

(8)

RMSE =

√√√√√ n∑
1
(zi − ci)2

n
(9)

where x and y refer to the two images being compared, µx
(µy) is the mean of image x (y), σ 2

x (σ 2
y ) is the variance of

image x (y), σ 2
xy is the covariance of image x and y, and c1 =

k21L
2, c2 = k22L

2 are constants that keeps things stable, with
L being the dynamic range of pixel values, and k1 = 0.01,
k2 = 0.03. TP is the predicted number of wheat ears, and
the corresponding real results are all wheat-ear pixels. FP
(false positive) is the number of pixels classified as wheat-ear
pixels, but the real results of these pixels are the background.
FN (false negative) is the number of pixels that belongs to the
real results but are not correctly identified. Finally, n is the
number of images in the testing set, zi is the number of wheat
ears counted in image i, z̄i is the average number of wheat
ears per image, and ci is the predicted number of wheat ears
in image i.

IV. RESULTS
The proposed method is tested by comparing its results
to the number of wheat ears counted on the ground. The
wheat-ear segmentation model was developed and coded
in PyCharm 2017 (Python 3.5.4, OS: Ubuntu 18.04 64-bit,
CPU: Intel i7-6800K 3.40GHz, GPU: Nvidia GeForce GTX
1080Ti, RAM: 16 GB). The wheat-ear counting algorithm
was developed in Matlab R2017a (Windows 10, CPU: Intel
i7-6800K 3.40GHz, GPU: Nvidia GeForce GTX 1080Ti,
RAM: 16 GB).

A. RESULTS OF WHEAT-EAR SEGMENTATION
The testing images were input into the segmentation model,
and the segmentation result was spliced and resampled to
4592×3448 pixels. The Otsu algorithm was applied to bina-
rize the image (Figure 6).
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FIGURE 7. Example of field wheat-ear segmentation: (a) original image,
(b) ground truth of original image, (c) segmentation result of method of
Zhou et al., (d) segmentation result of method in this paper. The red
elliptical regions indicate the segmentation errors.

This work uses the segmentation method proposed by
Zhou et al. [13] to analyze the advantages and disadvantages
of the proposed segmentation method. Zhou et al. compared
and analyzed a variety of segmentation methods, and their
results were better than those of the other methods. Thus, we
compare the results of the proposed method only with those
of the method of Zhou et al. Figure 7 shows the segmentation
results of the proposed method.

As shown in Figure 7, both the segmentation method pro-
posed in this paper and the segmentation method of Zhou
et al. produce a certain segmentation error when segment-
ing wheat ears. To better evaluate the segmentation results,
the SSIM, Precision, Recall, and F-measure are used to eval-
uate the 60 image-segmentation results. In addition, the seg-
mentation time is also used to evaluate the efficiency of the
proposed algorithm [36]. The results are shown in Figure 8.

As shown in Figure 8, the SSIM, Precision, Recall,
F-measure, and average segmentation time of the proposed
method are 0.890, 0.999, 0.878, 0.935, and 0.984 s, respec-
tively. The proposed segmentation method thus performs bet-
ter than the method of Zhou et al. for segmenting wheat ears
in the field. Compared with the method of Zhou et al., there is
more than a 10% improvement in each evaluation index. The
proposed segmentation method has little up-down deviation
and good stability, which allows efficient segmentation of
wheat ears in field conditions.

B. RESULTS OF WHEAT-EAR COUNTING
Based on the binary image of the segmentation results, the
wheat-ear skeletons are identified. The number of wheat ears
is then counted by using Harris corner detection (Figure 9).

As shown in Figure 9, Harris corner detection can effec-
tively detect the adhered wheat ears and thereby properly
count the number of wheat ears. Sixty wheat-ear images are
used to compare the performance of the proposed method

FIGURE 8. Evaluation of segmentation results of each method. Each
column represents the mean, and the error bars represent the standard
deviation in the testing data.

with that of Zhou et al. [13]. Table 1 presents the results
of counting, and Figure 10 combines the results of manual
statistics, R2, and the RMSE of each method.
Table 1 and Figure 10 show that the highest accuracy of the

countingmethod in this work is unity, and theminimum accu-
racy is 0.924. Furthermore, Acc, R2, and RMSE are 0.974,
0.983, and 14.043, respectively. For all images, the manual
counting result is positively and strongly correlated with
and automated counting result. Moreover, compared with the
method of Zhou et al., various metrics are improved upon
using the proposed method.

V. DISCUSSION
A. ACCURACY AND ANTI-INTERFERENCE ANALYSIS OF
WHEAT-EAR SEGMENTATION MODEL IN FIELD
We now discuss how to better evaluate the segmentation
accuracy and anti-interference of the model. Figure 11 ana-
lyzes the performance of the segmentation model under
complex conditions, such as wheat-ear occlusion, leaf occlu-
sion, uneven illumination, and soil interference. The green,
blue, brown, purple, and yellow frames indicate occlusions
of wheat, uneven illumination, leaf occlusion, soil influ-
ence, and areas of segmentation error, respectively. Red
frames indicate incorrect segmentations that affect the count.
Because many segmentation errors appear in the figure,
some are not marked. We used the proposed segmentation
model and the method of Zhou et al. to segment 30 images
with these interference factors. The segmentation results (see
Figure 12) are then evaluated by SSIM, Precision, Recall, and
F-measure.

According to Figure 11, the wheat-ear segmentation model
proposed herein effectively segments the wheat ears and has
a certain degree of anti-interference. Although some errors
appear, the model basically segments each wheat ear. Faced
with these interfering factors, the method of Zhou et al.
produces large segmentation errors. As shown in Figure 12,
the segmentation results of the proposed method are better
than those of the method of Zhou et al. as per SSIM, Pre-
cision, Recall, and F-measure. The proposed segmentation
model obtains SSIM = 0.983, indicating that the segmenta-
tion results are basically similar to the ground truth.
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FIGURE 9. Wheat ears count results. (a) binary image of segmentation results, (b) wheat ears skeleton, (c) Harris corner.

FIGURE 10. Each method counts R2 and RMSE of the results. Each color dot represents each method.

FIGURE 11. Accuracy and anti-interference analysis of wheat-ear segmentation model in field conditions. The images in the
left column are with interference factors, the ground truth binary images are in the second column, the grayscale images
output by the proposed segmentation model are in the third column, and the grayscale images output by the method of Zhou
et al. are in the fourth column. The green, blue, brown, purple, and yellow frames indicate the areas where the wheat is
occluded, uneven illumination areas, occlusion of leaves, soil-influence areas, and areas of segmentation error, respectively.
The red frames indicate incorrect segmentations that affect the count.

Because deep learning uses deep neural networks and a
large number of training designs, it can better learn and mine
the deep features of images [37]. Compared with traditional

machine learning methods, it has significant advantages in
terms of target recognition. Therefore, deep learning is used
to segment wheat ears based on leveraging a large number
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FIGURE 12. Anti-interference analysis of each method. Each column indicates a mean, and the error bars
indicate the up-down deviation.

of manually labeled datasets. Its segmentation accuracy and
anti-interference capability are better than those of traditional
machine learning methods. However, Precision, Recall, and
F-measure are poor, indicating that there are a lot of errors in
the segmentation results compared with the ground truth.

The model segmentation error for the proposed method
may be related to network or dataset selection. The error
may be due to the relatively simple network structure and
the fact that wheat-ear depth features cannot be fully mined,
leading to the error of the network extraction of wheat-ear
features. Further study should use a more complex network
such as Mask r-cnn [38] or DeepLab v3 [39]. In addition,
the dataset does not adequately reflect the wheat ears in the
field environment. Therefore, the dataset should be expanded
to learn the characteristics of wheat ears in the field.

B. ANALYSIS OF WHEAT-EAR COUNT
Table 1 gives the count for each image is displayed. Because
the segmentation model accurately segments the wheat ears
in the field, the counts obtained by the proposed method are
close to the ground truth, and the accuracy exceeds that of the
method of Zhou et al.

In this work, most of the image counts obtained by using
the proposed method are higher than the ground truth, which
may be because leaves split complete wheat ears and increase
the connected region, leading to counts that exceed the
ground truth. Most of the image counts are lower than the
ground truth. This may be due to occlusions and to large
shadows of wheat ears, leading to segmentation error and
resulting in slightly lower counts.

As shown in Figure 13, wheat-ear occlusion may cause
under-segmentation of adhered wheat ears, leading to count-
ing error. Shadows may also cause segmentation errors,

FIGURE 13. Analysis of counting results for each image. The left column
shows images with interference factors, the second column shows
ground truth binary images, the third column shows the grayscale image
from the proposed segmentation model, and the fourth column shows
wheat-ear skeletons and Harris corner detection. The green rectangles
show occluded wheat ears and shadows that affect a larger part of the
image, and the red ovals show the segmentation of a wheat ear
separated by a leaf.

causing more under-segmentation of the wheat-ear portion
of an image. In Figure 13, these effects caused under-
segmentation of the wheat ears, resulting in a lower count.
The wheat ear occluded by the leaf may split in two a single
connected area, resulting in multiple counts.

C. EFFECT OF DIFFERENT FIELD OF VIEW ON
RECOGNITION ACCURACY
To study how field size affects the recognition accuracy,
we determine the center points of 60 images. The side length
of the square area is determined using 0.6 to 2.2 m inter-
vals. The number of wheat ears in each area is counted.
The influence of the field size on recognition accuracy is
determined from the counts obtained by the proposedmethod.
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TABLE 1. Wheat ears count results of each image.

As shown in Figure 14, the maximum R2 and RMSE are
0.912 and 22.841 when the field of view is 2.2 m×2.2 m.
As shown in Figure 15, the R2 significantly increases when
the view increases from 0.8 to 1.0 m, from 1.6 to 1.8 m, and
from 2.0 to 2.2 m. The RMSE increases significantly when
the view increases from 0.6 to 0.8 m and from 1.0 to 2.0 m.
It is concluded that the field of view is more reasonable at
1.0 m and 2.2 m, and the field of view is optimal at 2.2 m.

Because the field of view in this paper is limited to 0.6 to
2.2 m, we cannot discuss the counts for other fields of view.
However, the results for R2 and RMSE with the field of

view between 0.6 and 2.2 m indicate that R2 and RMSE may
increase with a larger field of view. However, the trend may
change; for example, a larger field of view may result in a
larger segmentation error and therefore a worse result. These
results provide a certain point of reference for studying the
optimal result within the field of view.

D. COMPARISON WITH OTHER COUNTING TECHNIQUE
Table 2 compares our results with those of the MCNN
method [40], where MCNN has 4450 training sets and 1950
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FIGURE 14. R2 and RMSE for different field-of-view sizes.

TABLE 2. Wheat-ear counting from proposed method compared with
mcnn method.

validation sets during training, with the parameters learn-
ing rate = 0.001, each patch = 10, epochs = 10. MCNN
is designed to solve counting problems in cluster environ-
ments or dense populations by density regression. Because
MCNN is based on density and differs from the processing
used herein, we compare and analyze only the final counting
results.

As shown in Table 2, MCNN provides good counting
results for wheat ears, but the results are inferior to those of
the proposed method. Because the training data used herein
is a sub-image obtained by cropping, the wheat density in the
sub-image is small and may not be applicable to the MCNN.
Second, MCNN may have fewer training sessions, and the
learning rate may not be optimal, which impacts the final
counting results. In this experiment, MCNN counts the wheat
ears in the sub-image and adds the count results of the 30 sub-
images to obtain the final count result. Since a large number
of the same wheat ears are cropped into the two sub-images
when the original image is cropped, the final counting result
is increased to cause a large counting error.

The proposed method divides wheat-ear counting into two
processes. Considering the efficiency and accuracy of the
detection, the two processes can be combined into one deep
learning model. For example, Yu et al. proposed a deep con-
volutional neural network that supports region of interest; it
combines the region of interest subnet and the classified sub-
net into a single deep learning model to effectively identify
apple leaf disease [41]. Inspired by this method, wheat-ear
counting and image segmentation can be combined into one
model and then trained in an end-to-end manner. However,
to properly merge the two subnets, the loss function setting
is important, and significant experimentation is required to
determine the best loss function.

This type of thinking guides our next experiment, which
is designed to determine whether the subnet of the wheat-ear

count can be realized by deleting the classification layer of
the VGG subnet and then adding the regression layer. The
number of wheat ears can be entered into the regression layer
to provide the true value on the ground. A loss function is also
designed to merge the two subnets and achieve more accurate
counts.

VI. CONCLUSION
This research investigates wheat-ear counting in a field
environment and proposes an efficient automated counting
method that uses RGB images. First, we constructed a dataset
of 120 wheat-ear images manually marked. Next, a wheat-
ear segmentation model was established based on a FCN.
The model offers high segmentation accuracy and good anti-
interference capacity for wheat-ear segmentation under a
complex environment. The wheat ears are counted by apply-
ing Harris corner detection to wheat-ear skeletons. This work
compares the proposed wheat-ear segmentation model with
previous machine learning methods. The results show that the
proposed segmentation model offers a significant advantage
for segmenting wheat ears. The proposed method provides
accurate counts and robust anti-interference capacity, which
provides effective data support for estimating crop yield and
for breeding wheat varieties.

This study demonstrates that FCN can be effectively
applied to wheat-ear segmentation under field conditions, and
that the wheat-ear count can be detected by using Harris cor-
ner detection. In addition, themethod has low implementation
costs. Provided the wheat-ear image data acquired in the field
are collected by a digital camera, the corresponding number
of wheat ears can be obtained. The results of this study also
support wheat phenotype and breeding research.
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