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ABSTRACT The prediction of hidden or missing links in a criminal network, which represent possible inter-
actions between individuals, is a significant problem. The criminal network prediction models commonly
rely on Social Network Analysis (SNA) metrics. These models leverage on machine learning (ML) tech-
niques to enhance the predictive accuracy of the models and processing speed. The problem with the use of
classicalML techniques such as support vector machine (SVM), is the dependency on the availability of large
dataset for training purpose. However, recent ground breaking advances in the research of deep reinforcement
learning (DRL) techniques have developed methods of training ML models through self-generated dataset.
In view of this, DRL could be applied to other domains with relatively smaller dataset such as criminal
networks. Prior to this research, few, if any, previous works have explored the prediction of links within
criminal networks that could appear and/or disappear over time by leveraging on DRL technique. Therefore,
in this paper, the primary objective is to construct a time-based link prediction model (TDRL) by leveraging
on DRL technique to train using a relatively small real-world criminal dataset that evolves over time. The
experimental results indicate that the predictive accuracy of the DRL model trained on the temporal dataset
is significantly better than other MLmodels that are trained only with the dataset at specific snapshot in time.

INDEX TERMS Social network analysis, link prediction performance, deep reinforcement learning,
time-evolving network.

I. INTRODUCTION
A. BACKGROUND
Deep reinforcement learning (DRL) is a field of machine
learning (ML) which integrates the multi-layer representation
learning of neural networks as the value network within
the reinforcement learning (RL) framework. RL is a form
of ML technique, which usually involves the presence of
agents or programs that interact with the environment in
which it will go through a process of learning and adaptation
by evaluating points given continuouslywhen tasks have been
completed [1]. ThisML technique is not similar to supervised
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and unsupervised ML techniques which are trained using
available dataset [2]. Deep neural network (DNN) or deep
learning (DL) is a ML technique that simulate the function
of neurons in the brain by learning feature representations
derived from large dataset through multiple processing lay-
ers to formulate a ML model. Thus, DL is able to remove
the reliance on predefined human crafted algorithms in the
construction of ML models [1], [3], [4]. The objective of the
application of DRL is to achieve self-learning capabilities in
ML to simulate general artificial intelligence [2].

Criminal network analysis (CNA) refers to tools and
techniques applied in the structural analysis of a criminal
network, which are developed based on the metrics and
models in the field of social network analysis (SNA) [5].

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 184797

https://orcid.org/0000-0003-2790-3720
https://orcid.org/0000-0003-4425-8604
https://orcid.org/0000-0001-8116-4733
https://orcid.org/0000-0001-6636-0533
https://orcid.org/0000-0002-3734-0899
https://orcid.org/0000-0001-9208-5336


M. Lim et al.: Link Prediction in Time-Evolving Criminal Network With DRL Technique

CNA will be able to provide a better knowledge of the
relationships or links between key actors or nodes within the
criminal network to improve the effectiveness of law enforce-
ment agencies. Social networks are ubiquitous, such as col-
laborations within scientific communities, drug smuggling
syndicates and even text messaging activities between partic-
ipants in social media, e.g. WhatsApp, Instagram and Twitter.
The structures of these network communities are depicted
in the form of graphs, where the participants or actors of
these communities are represented as nodes and the social
interactions or relationships occurring between them are rep-
resented as edges or links. In the topological analysis of
these network communities, the possibility of making precise
prediction of the formation of new links, re-occurrence of
previous links and disappearance of existing links is a pre-
dominant problem. Link prediction of this nature is useful in
the anticipation of subsequent evolution in the behavioural
patterns of these network communities. Link prediction based
on SNA metrics can be formulated either from topological or
content-based metrics of network-orientated domain. These
topological and content-based metrics are categorised as
neighbourhood, random-walk and Katz-based. Examples of
typical neighbourhood-based metrics are common neigh-
bour, Adamic–Adar and Jaccard index [6]. In the real world,
the complexity of the link prediction problem is compounded
by the evolving nature of the criminal network structure over
time, which reflects the effect of temporal information on
the activities within that domain. Such dynamic network,
where the network topology varies over time, is referred to
as time-evolving network [7].

B. PROBLEM DEFINITION
The link prediction problem in criminal networks has been
attracting considerable interest recently and a number of
methods, which leverage on the topological analysis of the
graph structure of criminal networks, have been proposed.
However, many of these approaches encounter two impor-
tant limitations. Firstly, other than a few of the methods
reviewed [7], [8], most of the proposed link predictionmodels
designed do not consider the temporal dimension of evolving
social networks. The network topology of real-world criminal
syndicate evolves over time because of constant changes in
the underlying environmental variables influencing criminal
activities, thus providing a time series dataset. The analysis of
these dataset shows that the events of the distant past have a
less significant influence on the formation and disappearance
of future links than the events that occur recently.

Secondly, in most criminal network domains, the ranking
of nodes with high probability of interaction in the future
with an identified node, has an important influence on the
identification of possible future links of the identified node,
has not been considered.

In this research, the effect of temporal information on
the evolution of criminal networks are factored in the con-
struction of the link prediction model with the following
objectives:

Firstly, a link prediction model is developed and trained by
incorporating information on the temporal characteristics of
the social network dataset. In particular, this model will be an
extension of the DRL CNAmodel proposed by Lim et al. [9]
to include time awareness. The model will incorporate the
weights of the edges that are formulated based on the fac-
toring of features, such as rooted PageRank algorithm and
Adamic–Adar SNA metrics, which are affected by the tem-
poral characteristics of the network, into the link prediction
method.

Secondly, a testing method that compares the performance
of the proposed model with that of a few classical link pre-
diction models in terms of its capability to rank nodes based
on the proximity of the nodes to a selected node has been
formulated. The predictive accuracy of links by DRL-CNA
model is evaluated using the area under curve (AUC) scores
and confusion matrix by comparing the TDRL-CNA model
with the baseline DRL-CNA model.

The DRL technique adopted in the construction of the link
prediction model will enable the model to be trained with
self-generated dataset based on SNA metrics and models to
compensate for the relatively small dataset of criminal net-
works. This technique is expected to overcome the limitations
of classical ML models, which need to be trained with real-
world dataset that is large enough to achieve an acceptable
level of predictive accuracy.

C. DATASET
For the purpose of experiment evaluation, the 2002 Bali
Bombing Operations Attack Series dataset obtained from
UCINET [10]. The dataset in comma-separated-value(CSV)
file format contains an 11-period history of the evolution
of terrorist network groups was utilised. Each period of the
dataset contains the number of nodes/actors and edges/links
that exist between node-pairs at that point in time. The net-
work dataset was the largest in the year 2002 prior to the
bombing, which has 27 nodes and 205 edges/links.

II. RELATED WORK
The features required from the criminal network dataset for
link prediction are based on two types, i.e. the structure of
the network and the features of the nodes. In the case of
social network, for example, Facebook members, the features
of the nodes may be in the form of the subject of interest
of the members, such as common purchasing habits. These
structural data can be used alone. In [11], the authors con-
ducted thorough research on various proximity measures and
determined that methods that incorporate proximity measures
can achieve significantly higher precision in link predic-
tion than random classification models by a factor of more
than 40. However, they observed that the precision achieved
by these methods could be further improved. Meanwhile,
Dash et al. [12] have successfully created a model to predict
the occurrence of crimes by leveraging support vector regres-
sion techniques based on the time-series dataset of the city of
Chicago. They highlighted the significance of node ranking
based on temporal information in their predictive model.
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In [13], Clauset et al. developed a link prediction model
based on the hierarchical random graph. The iterative nature
of community structure is represented in the form a tree,
where the nodes of the graph are the leaves. The model
designed was used to predict missing links from a few
domains, such as the terrorist, metabolic and species inter-
action datasets. Their experimental results indicated that this
model performed better than the models constructed based on
the common neighbour and Jaccard indices.

In their research, Wang et al. [14] incorporated the dis-
tance metrics, the attributes of the nodes and a new fea-
ture formulated using a probabilistic model derived from
the network dataset. Murata and Moriyasu [15] investigated
the possible advantages of factoring multiple edges found in
some datasets. In their model, the multigraph of a network is
converted into a simple graph with the weight of the edges
formulated from the number of related edges found within
the multigraph. The results of their research indicated the
predictive accuracy of weighted methods over non-weighted
methods.

Potgieter et al. [16] specifically investigated link prediction
incorporating temporal information. In their research, they
experimented with the use of moving averages and SNA
metrics, such as common neighbour and Katz indices. They
leveraged on the Bayesian network methods to analyze the
correlation between appearance of links and weights based
on the SNA metrics.

In [17], the authors designed their model for the link pre-
diction problem as a binary classification task. They extracted
the historical information related to the activities within the
network and the features of the nodes, which are then formu-
lated as a feature matrix. The feature matrix is then input into
a binary classification model based on logistic regression to
predict the potential of future links between nodes.

In recent work, Huang and Liu [18] designed a link pre-
diction model that factored in the time-evolving nature of
the communication network dataset. Their research focussed
on the surveillance aspect of the communication network
traffic. In this domain, activities, such as phone calls and
e-mails, may trigger other events. Their research indicated
that their model, which factored in temporal information,
i.e. time-aware, performed better than baseline models that
omit the use of time-aware techniques. However, in [8],
the authors demonstrated that the optimum results could be
obtained by incorporating both techniques. The time-based
link prediction method adopted by the authors utilised a two-
step approach. In the first stage, a weighted static graph was
derived by summarising the dynamic graph. In the second
stage, the relational Bayes classification technique was incor-
porated. Their model was trained on a dataset of scientific
collaborations.

RL refers to the ML technique where agents, usually in
the form of programs designed to interact with the chang-
ing environment variables, will learn by completing tasks
and will be awarded points upon successfully achieving
predefined rules or objectives. The points achieved by the

agent upon successful completion of tasks are labelled as
rewards or positives; otherwise, the points are labelled as
punishment or negative [19]. This form of ML is different
from the typical approach employed in supervised learning
models, which are trained on specifically identified domain
datasets [20].

Anthony et al. [21] improved the performance of RL
algorithms by combining imitation learning methods in the
domain of the game of Hex. Their investigation was an
extension to the pioneering research work on DRL by
Silver et al. who develop the AlphaGo program which was
designed to play the game of Go and can be applied to other
domain [22].

Silver et al. successfully developed the AlphaGo program
because of a breakthrough in formulating the DRL technique,
which integrates deep neural network into the framework of
RL. AlphaGo simulated human intuitive judgement and was
able to master the board game of Go entirely by playing
against a version of itself through DRL.

Silver et al. conducted further research on DRL by devel-
oping AlphaGo Zero, which was capable of self-learning by
training on dataset simulated purely by self-play [23], based
only on the basic rules of legal moves of the game. The
DRL technique could be applied to other environments where
the availability of large dataset becomes a limiting factor
in the training ML models. This technique also overcame
the requirement of domain-related programming rules to be
handcrafted by humans.

The research work by Silver et al. have contributed signif-
icantly to the development of artificial general intelligence
(AGI), as AlphaGo Zero was able to not only defeat the
AlphaGo version but also master other 2-player board games
such as Chess and Shogi.

Based on the review of related works, there is little evi-
dence that DRL technique have been leveraged upon in the
construction of link prediction model for criminal network
that evolves over time. This research fills the gaps by inves-
tigating and proposing a time-evolving criminal network that
leverages on the DRL to construct a link prediction model,
which will exhibit better predictive performance than classi-
cal ML models.

III. MODELS
The link prediction problem can be considered a classification
problem by labelling the appearance or disappearance of a
link or edge between a pair of nodes as a binary classifica-
tion of positive and negative edges, respectively. Therefore,
the feature or attribute can be extracted for each pair of
nodes as a multidimensional data record. The feature matrix
of this multidimensional data record usually consists of
SNA metrics, such as the common neighbour, Katz-based or
walk-based indices, between nodes [24].

The feature matrix is formulated based on the SNAmetrics
(Table 1) for each node pair and edge within the criminal
network, where ϕ(i) refers to the nodes in the network that
are neighbours of node i. ki represents the degree of node i.
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TABLE 1. Link prediction metrics [24].

n(t)ij refers to the count of walks with length t of node pairs i
and j. β is the discount factor used to compute the number of
walks on a longer length.

For a graph, which is undirected and unweighted,
G = (V,E) represents the network structure of a criminal
network, where each link e = (u,v) denotes the relationship
between u and v that occurred at a specific point in time
t(e) and (u,v) ∈ E. Given the times t and t′ > t , we let
G[t, t′] represent the subgraph of G, which comprises all of
the links that have been timestamped between t and t′, where
four different times are denoted as t0, t′0, t1 and t′1 with the
condition that t0 < t′0 ≤ t1 < t′1 [25].

For a sample graph network G[t0, t′0], the link prediction
model is expected to generate a list of edges, which are
predicted to be added to the network G[t1, t′1] and do not exist
in G[t0, t′0]. The periods [t0, t′0] and [t1, t′1] represent the
training and test intervals, respectively. tn denotes the given
future time of graph G, where the edges are to be predicted
using the trained model (Fig.1).

To test the algorithm’s accuracy, a fraction of the observed
edges E (80% of all edges) of some known relationship within
the dataset is selected randomly as a training set, Etraining. The
remaining edges (20% of all edges) will serve as the testing
set, Etest, to evaluate the predictive accuracy of themodel with
none of the information in this set are used for prediction.
For training this model, E=Etraining ∪ Etest and Etraining∩

Etest = ø.
The area under the receiver operating characteristic

curve (AUC) is the metric used to evaluate the predictive
precision of the model. The AUC metric is a standard metric,
which indicates the probability that a randomly identified
predicted edge (an edge in Etest) is given a higher score
than a randomly selected non-existent edge (an edge found
in U but not in E, where U represents the universal set that

FIGURE 1. An example of proposed link prediction model trained with
subgraph at time-stamp t1 to t2 and prediction made at tN .

FIGURE 2. Algorithm for evaluation of link prediction accuracy [16].

consists of all possible existing and non-existing edges) [26]
(Fig.2). Given all possible independent comparisons n, the
predictive precision of the model is represented by AUC= (n′

+ 0.5n′′)/n, where n′ denotes occurrences of predicted edges
having a higher score and n′′ denotes occurrences of predicted
edges and non-existing edges with the same score [26].

If the dataset used has the properties of an independent and
similar distribution from which all the scores are generated,
then theAUCmetric should be approximately 0.5. As a result,
the extent to which the predictive accuracy of the model
performs better than pure chance is represented by the degree
that the AUC metric exceeds the score of 0.5.

For the construction of the TDRL link prediction model,
deep neural network(DNN) performs the approximation
function that inputs the initial instance of the network, S0,
and generate vectors containing probabilities of the existence
of links. The SNA metrics for each node pair are used to
compute the weights of these links based on the values of
these probabilities. Then, the SNA neural network function
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FIGURE 3. TDRL-CNA link prediction model for time-evolving network [9].

approximator (Fig.3) is trained based on the patterns of the
feature matrix computed from the probabilities of hidden
edges fromwhich values are estimated fromSNAmetric scor-
ing derived entirely from self-simulated network instances
using RL. These values, which represent hidden links with
the highest probabilities, prioritise the traversal through the
branches of the tree from root to leaf.

The proposed time-evolving link prediction (TDRL-CNA)
model (Fig.3), which is an extension of the work [27] on the
DRL-CNA link prediction model, will use a general-purpose

breadth-first search (BFS) algorithm. The SNA link predic-
tion metrics are formulated into a feature matrix as input to
the RL policy network (Fig. 3) to compute the score of each
instance of the simulated network during the link prediction
process. The common SNA metrics selected to compute the
feature matrix consist of neighbourhood, Katz and random
walk based measures. The neural network function approx-
imator (value network) which has a few layers of hidden
neural network (Fig. 2), utilises SNA metrics to provide the
weights represented as a vector of probability distributed over
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sets of node pairs and edges.The DRL model will initiate its
search from the node pair with the highest ranking. The scores
achieved by the RL agent for each state of the network are
then factored into the training of the value network to enhance
its predictive accuracy by calibrating its hyper-parameters.

The value network contains parameters that have been
calibrated through a training process utilising a dataset of
network instances self-generated by RL. The BFS function
is initiated on nodes with the highest probability of link
formation estimated by the value network based on SNA
index using a tree search algorithm. Then, the iterations of
network instance are continuously simulated to compute an
approximation of the value of instances. The BFS process
will subsequently expand and traverse the network instances
guided by probability of edges formation derived from the
formulation of SNA indices.

In each BFS iteration simulation, the probability of edge
formation is computed for each node-pair by the BFS policy
network. Thereafter, during the rollout process, where the
BFS traverses from root to leaf in each network instance in
accordance with the default policy, the estimated values of
each node computed from the previous phase by the network
traversal process are calibrated to obtain the current result.

Every tree traversal process of a tree from root to leaf
involves a sequential reconstruction of network instances
simulated on self-scoring weighted edges. The tree search
process commencing at the root node denotes the existing
state, and each traversal to the next child node generates a
snapshot of the network state from the current state due to
the probable formation or cessation of an edge. A possible
hidden edge predicted from current instance, S1 to the next,
S2 is the result of an action by the agent in accordance with
policy network to create the next instance, S2.
The network structure after each iteration is constructed

by identifying edges with the highest weight scores derived
from the SNA metrics. At every end of a simulation process,
the instance of the predicted network is evaluated against the
original network structure extracted from the prior instance of
the criminal network dataset. On the basis of the outcome of
each evaluation, the cost function will recalibrate the hyper-
parameters of the DNN to reduce errors in the prediction of
edges in the next iteration(Fig.3).

IV. EXPERIMENT
For the purpose of this experiment, the 2002 Bali Bombing
Operations Attack Series dataset from UCINET [10] that
contains an 11-period history of the evolution of terrorist net-
work groups was utilised. The proposed TDRL-CNA model
is evaluated using the AUC metric, which is a commonly
method employed to assess the accuracy of ML classification
models.

A. EXPERIMENT SET-UP
To train both DRL-CNA and TDRL-CNAmodels, the dataset
was transformed, whereby each instance that represents
the presence or absence of a link was mapped to

FIGURE 4. The feature matrix mapping process of Criminal network
dataset [30].

a multidimensional feature space that follows the linear
dependency assumed in the models. The task of link predic-
tion to accurately predict future links or edges, which are not
yet in existence in the current network topology, is commonly
termed as positive link prediction.

1) FEATURE EXTRACTION AND MAPPING PROCESS
The SNA metrics for link prediction are extracted from the
topological features of the criminal network andweremapped
into a feature matrix to train the link prediction model. The
actual node pair link at each timestamp was mapped to a mul-
tidimensional feature space with values from previous time-
periods representing the presence or absence of the criminal
link (Fig.4).

2) MODEL TRAINING
The feature matrix was input into the link prediction model
for training and testing purposes (Fig.3). For the training set,
the dataset was reduced, so there was an equal number of pos-
itive and negative instances (a link does not exist between two
nodes). For each year, the number of positive instances was
obtained. Then, negative instances were randomly selected
until an equal number of positive and negative instances were
derived. The trained models were used to predict the network
for each instance, and these predictions were collected to
construct the predicted network from the test dataset.

To predict negative links, i.e. links that will disappear from
the model at a future point, the positive links predicted from
the original feature matrix were used as input. Then, the label
from the original feature matrix was inverted by replacing
0 with 1, and vice versa. New links were then predicted from
the inverted feature matrix. The negative links were identified
by inverting back the inverted feature matrix and comparing
with the original matrix.

To predict both positive and negative links for a temporal
dataset, the edges of node pairs were weighted according to
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FIGURE 5. (a) Year 2001 network topology (pre-bombing) (b) Year 2002 network topology.

FIGURE 6. (a) 2001 network topology (pre-bombing) (b) 2002 predicted network topology.

FIGURE 7. (a) Year 2005 network topology(post-bombing) (b) 2006 network predicted links.

the time that elapsed since the prior interaction between node
pairs [29]. The time-elapsed metric was used as the weight of
a specific edge and applied to a rooted PageRank algorithm
on aweighted network to obtain the scores for each node [24].
The probability of being an edge can be predicted using the
proposed TDRL-CNA model.

The evaluation process involves graphs with edges that
contain temporal information. TheBali Bombing dataset used
was segregated into two parts. The first part consists of the
data collected from 1985 to 2001, before the 2002 bombing
event in Bali. The second part consists of the data collected
from 2003 to 2006, after the 2002 bombing event in Bali.

The dataset has been divided into two parts because the
characteristics of the dataset before (pre-bombing) and after
(post-bombing) the event are significantly different after
major disruptions to the terrorist network because of the

arrests and/or deaths of key actors. The first part of the
dataset, from 1985 to 2001 Fig.5(a), i.e. training dataset,
is extracted to formulate the feature matrix for link prediction
and 2002 Fig.5(b) dataset is used as the testing dataset to
ascertain the performance accuracy of the prediction tech-
niques of both models. The second part of the post-bombing
dataset from the year 2003 to 2005 (Fig.7(a)) is used to train
both models after major disruptions to the terrorist network.
The 2006 dataset was used to test the predictive accuracy in
post-bombing dataset.

B. EXPERIMENT RESULTS
The TDRL-CNA model Fig.6(b) managed to predict most
of the edges that were supposed to appear in the network
topology in the year of the bombing (Fig.5(b)). However,
the model was unable to predict the edges that were supposed
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FIGURE 8. AUC scores of DRL-CNA and TDRL-CNA link prediction model.

to disappear in the 2002 network topology, e.g. edges for node
pairs (155, 650) and (175, 650), which could be attributed
to the nature of the terrorist network, where node 650 most
probably represents an outlier. There are also edges that were
supposed to appear but were not successfully predicted, such
as the edges for node pairs (1512, 1597) and (1512, 1503),
which could be attributed to the fact that node 1512 was a new
node that only existed in the year before the bombing. This
finding could also be attributed to the fact that the weights
of the edges based on the time elapsed between node pairs
in node 1512 are relatively small compared to that of other
edges.

The prediction of edges using TDRL-CNA trained on
the post-bombing dataset (year 2003–2005) (Fig. 7(b))
shows significant differences from the edges of the actual
2006 dataset. Edges for node pairs (151, 175) and (151, 183),
which should appear for the 2006 predicted network topology
Fig.7(b), did not appear.

However, the edge for node pair (189, 1579), which
should still exist in the 2006 predicted network topology, was
observed to have been removed. The inconsistency in the
2006 predicted network topology could be attributed to the
massive disruption to the network because of factors other
than the time elapsed between node pairs, such as the arrest
and/or death of key actors.

The AUC values (Fig.8) indicate that the models trained on
the pre-bombing event dataset Fig.5(a) have a higher predic-
tive accuracy than the models trained on the post-bombing
event dataset (Fig.7(a)). This finding could be attributed to
the disruption to the terrorist network after the bombing
event, which resulted in a massive reduction in the number of
active nodes after the arrest and/or death of key actors. The
AUC scores (Fig.8) also indicate that the TDRL-CNA model
has higher predictive accuracy than the baseline DRL-CNA
model.

The TDRL-CNA link prediction confusion matrix for
the predicted network topology of the 2002 Bali Bomb-
ing (Table 2) yields a predictive accuracy of 0.704 ([88 +
0]/[88 + 34 + 0 + 3]).The accuracy score of the confu-
sion matrix is reflective of the AUC score achieved (78%),

TABLE 2. TDRL-CNA link prediction confusion matrix for the predicted
2002 network topology.

which indicates that, although the TDRL-CNA model may
not achieve a high link prediction accuracy score, the TDRL-
CNA model trained on the temporal dataset is more accurate
than the baseline DRL-CNA model trained on a specific
timestamped dataset in the prediction of edges.

An analysis of the top 4 features contributing to the accu-
racy of the TDRL-CNA model trained (Fig.9) indicates that
the number of common neighbours and the number of edges
changed provide the most significant effect on the ranking of
nodes identified for the tree search process in the prediction
of the appearance and disappearance of edges over time.
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FIGURE 9. Analysis of features contributing to the TDRL-CNA model
predictive accuracy.

TABLE 3. Topological statistics of features contributing to TDRL-CNA
model accuracy.

The feature analysis (Fig.9) also indicates that feature
learning based on the edges removed has the least significant
effect on the predictive accuracy of the TDRL-CNA model.
This finding could be attributed to the characteristics of the
Bali Bombing dataset, where the number of nodes and edges
removed prior to the bombing is small (Table 3).

V. CONCLUSION
The proposed TDRL-CNA link prediction model was
constructed to identify the links or edges that might appear
and disappear from the network over time. In the field of
CNA, there seems to be little evidence that the proposed

time-based link prediction model has been constructed
leveraging on DRL. Although the link prediction model
developed was successful in predicting the appearance of
links over time, the prediction of negative links has not
been precise, which could be attributed to the properties of
the dataset selected for training. However, the TDRL-CNA
model has been observed to provide higher predictive accu-
racy than the baseline DRL-CNA model when applied on
a temporal dataset. This research has also found that DRL
technique could be leveraged to train ML models in other
domain areas where datasets are insufficiently large by sim-
ulating self-generated dataset built on the rules operating in
that domain.

VI. FUTURE WORK
The trajectory of this research in the future will factor the
incorporation of data fusion from data sources related to
CNA, e.g. judicial judgements, death, arrests and phone tap-
ping, to evaluate the effect of data fusion on the predictive
accuracy of the link prediction model. It is expected that
the inclusion of such peripheral information sources will
contribute to the development of a link prediction model
with better predictive accuracy, which can improve criminal
network disruption operations by law enforcement agencies.
Additionally, future plans will also include devising specific
SNA in the formulation of weights to improve the precision
of classification algorithms built into the TDRL-CNAmodel.
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