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ABSTRACT For the problem that the position tracking accuracy of permanent magnet linear synchronous
motor (PMLSM) servo system is easily affected by uncertain factors such as parameters change, load
disturbance and friction and so on, an adaptive neural network nonsingular fast terminal sliding mode
control (ANNNFTSMC) method is proposed. Firstly, the PMLSM dynamic mathematical model with
uncertainty is established. Then, the nonsingular fast terminal sliding mode control (NFTSMC) can avoid
the singularity problem and make the state of the system converge to the equilibrium point quickly, so as
to improve the response speed of the system. Secondly, in order to minimize the influence of disturbance
and dynamic uncertainty, the dynamic model of PMLSM servo system is estimated by RBF neural network,
and the uncertain upper bound of PMLSM servo system is estimated in real time combined with adaptive
control, which weakens the chattering phenomenon and enhances the robustness of the system. It is proved
theoretically that the control scheme can make the system achieve fast convergence and good tracking.
Finally, the system experiments show that the proposed control scheme has the advantages of high tracking
accuracy, good robustness, fast response speed and small position error.

INDEX TERMS Permanent magnet linear synchronous motor, nonsingular fast terminal sliding mode
control, adaptive, RBF neural network.

I. INTRODUCTION
Permanent Magnet Linear Synchronous Motor (PMLSM) is
an important core component of automation equipment such
as robot equipment, computer numerical control, XY plat-
form [1]. The control performance of PMLSMdirectly affects
the performance of the device, so improving the dynamic
tracking performance of PMLSM has always been the focus
of research in this field. However, PMLSM is a nonlinear
and uncertain object. It is difficult to obtain accurate math-
ematical models in practice, and PMLSM adopts direct drive
structure, which reduces the elastic deformation between tra-
ditional mechanical structures and improves the stiffness of
the transmission system [2]. The reduction of the intermediate
buffer mechanism causes many uncertain factors to directly
act on the PMLSM mover, which poses a severe challenge to
achieve system control and improve performance. Therefore,

The associate editor coordinating the review of this manuscript and

approving it for publication was Bo Shen .

it is necessary to design a strong robust controller to suppress
these uncertainties and improve the control performance of
the system [3].

Traditional control methods usually do not require accu-
rate dynamic models, but in the presence of disturbances
and dynamic uncertainties, these traditional control methods
do not achieve the desired control performance. In order
to improve the control performance of the system, several
advanced control methods have been proposed, such as fuzzy
control [4]–[6], neural network control [7]–[9], adaptive con-
trol [10]–[12] and slidingmode control [13]–[15], etc., but the
effectiveness of each method has certain limitations. Among
these control methods, SMC is robust to the uncertainties and
disturbances of nonlinear systems, so SMC has been widely
used. However, traditional SMC still has defects, such as
the need for accurate dynamic models, singularity problems,
chattering phenomena, and finite time convergence. In order
to solve these shortcomings, relevant scholars at home and
abroad have conducted research and achieved some results.
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In [16], the integral sliding mode surface is used to improve
the control precision of the system, but the calculation is
more complicated and the system state convergence speed is
slower. In [3], adaptive incremental sliding mode control is
utilized. Based on SMC, the previous state and control actions
of the system are used as feedback quantities. At the same
time, adaptive control is used to estimate the total uncertainty
of the system in real time, but the system is too dependent on
the previous state, and when there is a particularly large exter-
nal disturbance, it is easy to cause the system to crash. In [17],
the modular controller is designed by using the fast termi-
nal sliding mode control method, which improves the sys-
tem convergence speed and reduces the chattering. However,
when the system is in a specific subspace of the state space,
the controller’s output signal will appear infinite. In [18],
adaptive nonsingular terminal sliding mode control method is
adopted. Adaptive control is used to estimate the upper bound
of system uncertainty and convert the discontinuous signal
function into the time derivative of the control input. After
integration, the continuous control signal is obtained. Under
the premise of not affecting the robustness of the system,
the chattering phenomenon is improved, but the convergence
speed of the system is still relatively slow. In [19], a backstep-
ping control method based on adaptively modified Laguerre
recurrent neural network is proposed. Although the two opti-
mal learning rates are derived to accelerate the parameter
convergence to a certain extent, the Laguerre neural network
is computationally complex. The problem of degree is still
not well resolved. In [20], the radial basis function neural
network is used to approximate the uncertain function in
the system, and combined with the inverse method to make
the system robust to interference, but the convergence speed
of the system state variable is slow. In [21], a nonsingular
fast terminal sliding mode control (NFTSMC) method is
proposed to avoid the singularity problem and ensure that the
system tracking error converges to zero in a finite time, which
improves the tracking of the system, but when the system
appears larger uncertain disturbances can cause the system to
become unstable. In [22], a fast nonsingular integral terminal
sliding mode and adaptive control technology are combined
to propose an adaptive fast nonsingular integral terminal slid-
ing mode control (AFNITSM) method. The control method
improves the convergence speed of the trajectory tracking
control of the autonomous underwater vehicles (AUVs),
so that the speed and position tracking errors converge to
zero within a finite time. However, whenmore complex orbits
and greater environmental disturbances occur, the tracking
performance and robustness of the system will deteriorate.
In [23], In order to solve the trajectory tracking problem of
fully actuated autonomous underwater vehicles with dynamic
uncertainty and time-varying external disturbance, an adap-
tive second-order fast nonsingular terminal sliding mode
control scheme is proposed. Using adaptive to estimate the
unknown parameters of uncertainty in the system, and intro-
ducing a discontinuous symbol function in the control input,
the chattering phenomenon is weakened without reducing the

tracking accuracy, and the trajectory tracking control has a
faster convergence speed. However, the convergence speed
of the system is still relatively slow. In [24]–[26], the design
method combining time-delay control and terminal sliding
mode control is adopted. The time-delay estimation (TDE)
technique is applied to cancel out complicated nonlinear
dynamics guaranteeing an excellent model-free scheme. The
terminal sliding mode control ensures fast dynamic response
at the reaching stage, enabling the system to achieve higher
convergence speed and tracking accuracy. However, when
a particularly large disturbance occurs in the system, the
robustness of the system may be difficult to guarantee.

In this paper, an adaptive neural network nonsingular fast
terminal sliding mode control (ANNNFTSMC) method is
designed. First, the adaptive control is combined with the
RBF neural network to approximate the unknown part func-
tion of the PMLSM and estimate the upper bound of the sys-
tem uncertainty, eliminating the need for accurate dynamic
models and improving the tracking accuracy of the system.
On this basis, the use of NFTSMC can eliminate singularity
problems and improve the system’s response speed. Themain
advantages of this control method include:

1) The ANNNFTSMC method inherits the advantages
of nonsingularity, finite time convergence, fast tran-
sient response, low steady-state error and high tracking
accuracy.

2) The achievement of smooth control inputs with chatter-
ing behavior elimination.

3) The removal of demand for an exact dynamic model
by applying an adaptive radial basis function neural
network to approximate an unknown PMLSM function.

4) Better tracking performance and less impact by distur-
bances and uncertainties compared to NFTSMC.

In summary, the experimental results show that the pro-
posed method can weaken the chattering and improve the
tracking performance and robust performance of the system.

The structure of this paper is dealt with as follows:
Section 2 introduces the basic structure and mathematical
model of PMLSM. Section 3 demonstrates the design of
NFTSMC and ANNNFTSMC through Lyapunov stability
analysis. Section 4 introduces the system experiment and
performs a verification analysis. Finally, Section 5 concludes
the paper.

II. BASIC STRUCTURE AND MATHEMATICAL MODEL OF
PMLSM
In this part, the main introduction to the basic structure, basic
working principle and mathematical model of PMLSM.

A. THE BASIC STRUCTURE OF PMLSM
The PMLSM is mounted on the stator side in a straight
line along the full stroke direction, and N and S pole per-
manent magnets are alternately mounted one after another,
as shown in Fig. 1. On the whole length below the mover,
the energized winding containing the iron core is correspond-
ingly installed (the permanent magnet synchronous rotating
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FIGURE 1. Schematic diagram of the PMLSM structure.

electric machine is a permanent magnet mounted on the rotor,
and the armature winding is included in the stator). To do this,
the mover must be moved with the cable, and its top view is
shown in Fig. 2.

FIGURE 2. Top view of the PMLSM.

B. BASIC WORKING PRINCIPLE OF PMLSM
The linear motor is not only similar in structure to the rotating
motor, but also works similarly. Fig. 3 shows a schematic
diagram of the working principle of a PMLSM. After a three-
phase symmetrical sinusoidal current is applied to the three-
phase winding of the linear motor mover, an air gap magnetic
field is also generated. When the longitudinal end effect due
to the breaking of the two ends of the core is not considered,
the distribution of the air gap magnetic field is similar to
that of the rotating electric motor, that is, it can be regarded
as a sinusoidal distribution along the linear direction of the

FIGURE 3. Schematic diagram of PMLSM working principle.

unfolding. When the three-phase current changes with time,
the air gap magnetic field will move in a straight line in
the A, B, C phase sequence. This principle is similar to a
rotating motor, but the difference between the two is that the
air gap magnetic field of the linear motor is translated in a
linear direction rather than rotated. Therefore, this magnetic
field is called a traveling wave magnetic field. Obviously,
the moving speed of the traveling wave magnetic field is the
same as the linear velocity vs (referred to as the synchronous
speed) of the rotating magnetic field on the inner circular
surface of the stator. For PMLSM, the excitation field of the
permanent magnet interacts with the traveling wave magnetic
field to generate electromagnetic thrust. Under the action of
electromagnetic thrust, since the stator is fixed, the mover
(i.e., the primary) will move linearly in the opposite direction
of the traveling wave magnetic field, and its velocity is vr.
The above is the basic working principle of PMLSM.

C. MATHEMATICAL MODEL OF PMLSM
In this paper, surface-mount PMLSM is used, in which
PMLSM adopts d-q axis current control, and q-axis leads
d-axis 90◦ electrical angle. Since the motor is a nonlin-
ear time-varying controlled object, it is difficult to accu-
rately model. In the process of modeling, the corresponding
assumptions and neglects were made to abstract the motor
into an ‘‘ideal motor’’ for model building. Now assume:

1) Ignore the saturation of the core;
2) Excluding eddy current and hysteresis loss;
3) There is no damper winding on the primary, and the

permanent magnet has no damping effect;
4) The back electromotive force is sinusoidal.
Since only the fundamental component of each variable is

considered, the d-q axis model can be used [27]. Since the
magnetomotive force generated by the permanent magnet is
constant and there is no damper winding on the secondary,
assuming that its equivalent inductance is Lf and the equiv-
alent excitation current is if, the d-q axis model flux linkage
equation of PMLSM is

ψd = Ldid + Lfif (1)

ψq = Lqiq (2)

ψf = Lfif (3)

where ψd, ψq, id, iq, Ld, and Lq are the flux, current, and
inductance of the d and q axes, respectively; ψf, Lf and if
are the fundamental flux linkage, equivalent inductance
and equivalent current generated by the permanent magnet
respectively.

The voltage equation of the d-q axis model of PMLSM is

ud = Rsid +
dψd

dt
− ωψq (4)

uq = Rsiq +
dψq

dt
+ ωψq (5)

where ud and uq are the d and q axis voltages of the mover,
Rs is the stator resistance, ω = vπ /τ is the electrical angular
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velocity, v is the velocity of the mover, and τ is the polar
moment.

The electromagnetic thrust equation of PMLSM is

Fe =
3πnp
2τ

[
ψPM −

(
Lq − Ld

)
id
]
iq (6)

where pn is the pole logarithm. Since the PMLSM air gap is
large, the salient pole effect of the magnetic pole is negligi-
ble, so the direct-axis excitation inductance is approximately
equal to the cross-axis excitation inductance Ld = Lq, so the
electromagnetic thrust can be simplified to

Fe =
3πnp
2τ

ψPMiq = Kfiq (7)

Kf =
3πnp
2τ

ψPM (8)

where Kf is the electromagnetic thrust constant.
The mechanical equation of motion of PMLSM is

Fe = M ν̇ + Bν + F (9)

where M is the total mass of the mover of PMLSM; V is the
velocity of the mover; B is the viscous friction coefficient;
F is the nonlinear disturbance, and F includes the external
disturbance of the system, the nonlinear friction and the
change of the system parameters.

When the disturbance F is not considered, the dynamic
equation is

d̈(t) = −
B
M
ḋ(t)+

Kf

M
iq = Anḋ(t)+ Bnu (10)

where d(t) is the position of the mover, An = −B/M ; Bn =
Kf/M ; u is the output of the controller; u = iq, i.e., the thrust
current.

When considering disturbances, the dynamic equation is

d̈(t) = (An +1A) ḋ(t)+ (Bn +1B) u+ (Cn +1C)F

= Anḋ(t)+ Bnu+ D (11)

where Cn = −1/M ; 1A, 1B, and 1C are the uncertainties
caused by the system parametersM and B, respectively;

D = 1Aḋ(t)+1Bu+ (Cn +1C)F (12)

Here, suppose D is bounded, that is, |D| ≤ δ, δ is the upper
bound of the uncertainty sum D, which is a positive constant.

III. DESIGN PROCEDURE FOR A CONTROL STRATEGY
A block diagram of the PMLSM servo system based on
ANNNFTSMC is shown in Fig. 4. In Fig. 4, ANNNFTSMC
is designed based on the combination of adaptive control and
RBF neural network based on NFTSMC. NFTSMC realizes
that the system reaches the sliding surface in a limited time,
andmakes the position tracking error close to zero in a limited
time, which improves the rapidity of the system state; the
RBF neural network is used to approximate the unknown
function in PMLSM to obtain an accurate PMLSM dynamic
model; Adaptive control is used to estimate the upper bound
of uncertainty in neural network in real time and further
improve the robustness of the system.

A. DESIGN OF NONSINGULAR FAST TERMINAL SLIDING
MODE CONTROLLERS
Based on the terminal sliding mode design method,
the NFTSMC method is designed. The NFTSMC method is
proposed according to the tracking position error.

Nonsingular fast terminal sliding surface is

S = ς̇ + h1sign (ς)+ h2ςα (13)

where h1 and h2 are positive constants and α > 1.
The sliding surface variable ς is defined as

ς = e+
∫ t

0

(
01e2−θ + 02e+ 03eθ

)
dσ (14)

eθ = sig(e)θ (15)

where e = d − dm is the tracking position error, dm is the
reference position input signal, d is the actual position output
signal, 0 < θ < 1. Once the tracking error |e| is much
greater than 1,01e2−θ+02e can cause the system to converge
quickly. When |e| tracking error is much less than 1, 03eθ

causes the system to converge for a limited time.
Substituting equation (14) into equation (13)

S= ė+ 01e2−θ + 02e+ 03eθ + h1sign (ς)+ h2ςα (16)

FIGURE 4. Block diagram of PMLSM servo control system based on ANNNFTSMC.
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To simplify the analysis, apply the following concepts

deθ

dt
= θ |e|θ−1 ė (17)

Combining equation (17)

Ṡ = ë+ 01 (2− θ) |e|1−θ ė+ 02ė+ 03θ |e|θ−1 ė

+ h2α |ς |α−1 ς̇ (18)

Known by equation (11), ë can be expressed as

ë = d̈ − d̈m
= −Anḋ + Bnu+ D− d̈m (19)

Substituting equation (19) into equation (18)

Ṡ = −Anḋ + Bnu+ D− d̈m +5(e, ς) (20)

5(e, ς) = 01 (2− θ) |e|1−θ ė+ 02ė+ 03θ |e|θ−1 ė

+ h2α |ς |α−1 ς̇ (21)

In order to obtain the control performance required by the
system, the overall control law is designed as

u = B+n
(
ueq + us

)
(22)

where B+n = BTn
(
BnBTn

)−1.
The equivalent control law is

ueq = Anḋ −5(e, ς)+ d̈m (23)

Switching control law is

us = − (�+ ρ1) sign (S) (24)

where � and ρ1 are positive constants.
Substituting equations (22), (23), and (24) into equa-

tion (20)

Ṡ = − (�+ ρ1) sign (S)+ D (25)

Constructing Lyapunov function

V1 =
1
2
S2 (26)

Combining equation (25), the time derivative of V1 is
derived as

V̇1 = SṠ

= S (− (�+ ρ1) sign (S)+ D)

= −� |S| − ρ1 |S| + DS ≤ −ρ1 |S| (27)

Therefore, in the case of external disturbances and system
uncertainties, the stability of the system can still be guaran-
teed by Lyapunov’s theorem.

B. DESCRIPTION OF NEURAL NETWORK MODEL
In this paper, RBF neural network is selected because of
its good generalization ability, simple network structure,
easy design, strong online learning ability and the ability
to avoid unnecessary and lengthy calculations. The work-
ing principle of RBF neural network: From the point of
view of function approximation, if the network is regarded
as an approximation to an unknown function, any func-
tion can be expressed as a weighted sum of a set of basis
functions. In the RBF network, it is equivalent to select-
ing the transfer function of each hidden layer neuron to
form a set of basis functions to approximate the unknown
function.

Research on RBF neural networks shows that RBF neural
networks can approximate any nonlinear function in a com-
pact set and arbitrary precision. Compared with BP neural
networks, RBF neural networks are simpler and have faster
convergence. The RBF neural network consists of three lay-
ers: the input layer, the hidden layer and the output layer, all
of which are represented in Fig. 5.

FIGURE 5. Structure of the RBF neural network.

RBF neural network output is

f (x) = φTψ(x)+ ξ (x) (28)

where x ∈ Rn and f (x) are the input and output of the
neural network, φT ∈ Rn×m is the weight matrix connecting
the hidden layer and the output layer, ψ(x) is the nonlinear
function of the hidden layer node, and ξ (x) ∈ Rn is the
approximate error of the neural network.

The nonlinear function of the hidden layer is represented
by Gaussian function

ψ(x) = exp

(
−
‖x − ci‖2

2b2i

)
i = 1, 2, · · ·,m (29)

where bi and ci are the width and center of the Gaussian
function, respectively.
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C. DESIGN OF ADAPTIVE NEURAL NETWORK
NONSINGULAR FAST TERMINAL SLIDING
MODE CONTROLLERS
PMLSM has complex dynamic models and there are many
parameter uncertainty problems (such as friction, distur-
bances, etc.). For this reason, it is very important to accurately
calculate the upper bound of uncertainty and provide an accu-
rate PMLSM dynamic function in the equivalent control law.
In order to overcome these difficulties, an ANNNFTSMC
method is proposed to control the PMLSM servo system.
The adaptive RBF neural network is used to approximate the
unknown dynamic function in PMLSM, and the adaptive law
is used to estimate the upper bound of the system uncertainty.

RBF neural network is used to approximate the PMLSM
model

f (x) = −Anḋ (30)

where x = [ x1 x2 ]T and x1 = d , x2 = ḋ .
Define f̂ (x) as an approximation of f (x), which can be

represented by a neural network as

f̂ (x) = φ̂Tψ(x) (31)

The optimal parameter φ∗ is expressed as

φ∗H = argmin

{
sup
x∈2x

∣∣∣f (x)− f̂ (x, φ̂)∣∣∣} (32)

To better illustrate the problem, the cited lemma is as
follows:
Lemma [28]: For a given real continuous function f (X ),

when set 2X ∈ Rn and any positive coefficient ξ > 0, there
will be a neural network approximator f̂ (X )

sup
X∈2X

∣∣∣f (X )− f̂ (X , φ̂)∣∣∣ < ξ (33)

Therefore, the dynamics model of PMLSM can be
expressed as

d̈ = φ∗Tψ(x)+ Bnu+W (34)

where W = D + ξ is the total uncertainty, including
disturbance, dynamic uncertainty and neural network approx-
imation error. In this process, assume that the total uncertainty
is bounded, i.e. |W | ≤ 8,8 is an unknown positive constant.
Thus, equation (31) can accurately approximate any value
of f (x).

In summary, the overall control law designed is

u = B+n (ueq + uas) (35)

The equivalent control law is

ueq = −[φ̂Tψ(x)+5(e, ς)− d̈m] (36)

uas is an adaptive control switching law that replaces us in
equation (24)

uas = −(8̂+ ρ1)sign(S) (37)

And the corresponding adaptive update law

˙̂
8 =

1
γ
|S| (38)

˙̂
φ =

1
w
Sψ(x) (39)

where 8̂ is the estimated value of the parameter 8 and γ ,
w are the adaptive gains.
The definition of adaptive estimation error and neural net-

work weight approximation error are respectively

8̃ = 8̂−8 (40)

φ̃ = φ∗ − φ̂ (41)

Equation (20) is rewritten as

Ṡ = φ∗ψ(x)+ Bnu+W − d̈m +5(e, ς) (42)

Substituting equations (35)-(37) into equation (42)

Ṡ = φ̃Tψ(x)− (8̂+ ρ1)sign(S)+W (43)

Construct the Lyapunov function:

V2 =
1
2
S2 +

γ

2
8̃2
+
w
2
φ̃2 (44)

Combining equation (43), the time derivative of V2 is
derived as

V̇2= SṠ+γ 8̃
˙̃
8−wφ̃ ˙̂φ

= S[φ̂ψ(x)−(8̂+ρ1)sign(S)+W ]+γ (8̂−8) ˙̂8−wφ̃ ˙̂φ

= Sφ̃ψ(x)−8̂ |S|−ρ1 |S|+WS+γ (8̂−8)
˙̂
8−wφ̃ ˙̂φ

(45)

Substituting equations (35)-(37) into equation (45)

V̇2 = −8̂ |S| − ρ1 |S| +8S + (8̂−8) |S|

= −ρ1 |S| +WS −8 |S|

≤ −ρ1 |S| (46)

Because V̇2 is nonpositive, it follows that V2 is bounded.
Therefore, S is also bounded. By integrating both sides of (46)
yields

lim
t→∞

∫ t

0
dV ≤ lim

t→∞

∫ t

0
−ρ1 |S|dτ (47)

Then

lim
t→∞

∫ t

0
ρ1 |S|dτ ≤ lim

t→∞
(V (0)−V (t))≤V (0)<∞ (48)

Since the S is proved to be bounded, it follows from (48)
that ρ1 is bounded away from zero. Invoking the inequal-
ity (48), as the |S| function is uniformly continuous, it follows
from Barbalat’s Lemma [30,31] that lim

t→∞
S = 0, i.e., the

asymptotical convergence of the sliding surface S to zero is
guaranteed.
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Equation (46) is rewritten as

V̇2 = −8̂ |S| − ρ1 |S| +8S + (8̂−8) |S|

= −ρ1 |S| +WS −8 |S|

≤ −ρ1 |S|

= −
√
2ρ1V

1/2
2 (49)

It can be seen that (49) has the form V̇2 +
√
2ρ1V

1/2
2 ≤ 0.

Therefore, the time to converge from any initial state S(0) 6= 0
to the equilibrium state S(ts) = 0 in the sliding mode is given
by [31]

ts ≤
S(0)
ρ1

(50)

This completes the proof.

IV. EXPERIMENTAL ANALYSIS
In order to prove the effectiveness of the proposed control
strategy, the strategy is applied to the position tracking con-
trol of PMLSM, and its tracking performance is compared
with the tracking performance of NFTSMC. The positional
accuracy, response speed and chattering of the control input
are compared experimentally.

The structure of the PMLSM control system based on DSP
is shown in Fig. 6. The DSP of TMS320F28335 is selected
as the core control unit, and the main circuit composed of
rectifier and IPM is used as the power supply circuit of
PMLSM. The current sensor and the linear grating scale act
as detection circuits, and transmit the detected signals to the
DSP for real-time monitoring and processing. Once the sys-
tem fails, the DSP immediately generates a fault protection
signal for processing. Fig. 7 is experimental device diagram
of PMLSM control system based on DSP. The experimental
data is transmitted to the host computer through the 485 serial
port.

FIGURE 6. Structure diagram of PMLSM control system based on DSP.

The specific parameters of the PMLSM for the experi-
ment are shown in Table 1. In the experiment, the system
parameters are debugged several times to obtain the optimal
control performance. The parameters are shown in Table 2.
The number of three-layer neurons is 2, 5, and 1, respectively.

FIGURE 7. Experimental device diagram of PMLSM control system based
on DSP.

TABLE 1. Specific parameter values of the PMLSM.

TABLE 2. Control Parameters of two methods.

Experimental studies are carried out on the PMLSM con-
trol system using NFTSMC and ANNNFTSMC to verify
the effectiveness of the proposed ANNNFTSMC scheme.
First, the system is tested with three different signals for
experimentation: (i) a step signal with an amplitude of 1 mm,
and a sudden load disturbance to the system at 0.5 s; (ii) a
sinusoidal signal with an amplitude of 1 mm and a period of
2π s; (iii) a trapezoidal signal with an amplitude of 1 mm.
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Then, the tracking and robustness of the PMLSM control
system is verified by systematic experiments.

Under the step signal, the variable disturbance curve of the
system is shown in Fig. 8. The maximum value of the added
disturbance is 50N. The system position tracking curves using
two control methods is shown in Fig. 9. At the moment of
motor starts, the NFTSMC method reaches a given position
at approximately 0.15 s, while the ANNNFTSMC method
reaches a given position at approximately 0.1 s and the
response speed is faster. After 0.4 s, although there is vary-
ing external disturbance, the position tracking curve using
the ANNNFTSMC method can still track the given position
curve very well. The position tracking curve is not affected
by sudden and increasing load disturbance from 0.5 s to 1 s.
On this basis, the load disturbance is continuously increased
to 50 N from 1 s to 1.5 s, the position tracking curve can
still maintain good tracking performance, and the chattering
phenomenon is also improved. At the same time, the track-
ing performance and robust performance of the NFTSMC
method decrease under the condition of variable disturbance.
Fig. 10 shows the position error curves, the NFTSMCmethod
significantly increases the tracking error at three time points
when the system becomes perturbed. The maximum error
is about 20 µm. The error of the ANNNFTSMC method is
always stable around 5 µm, and the tracking performance is
better.

FIGURE 8. Variable disturbance curve for step input.

FIGURE 9. Position tracking curves for step input.

Fig. 11 and Fig. 12 are the electromagnetic thrust curve of
NFTSMC and their partial amplification respectively. It can
be seen from Fig. 11 that the electromagnetic thrust reaches

FIGURE 10. Position error curves for step input.

FIGURE 11. NFTSMC electromagnetic thrust curve for step input.

FIGURE 12. Partial amplification curve of electromagnetic thrust for step
input.

about 250 N at the startup moment of the motor, and then
quickly reaches a steady state. Before 0.5 s undisturbed,
the peaks occasionally fluctuate and maintain a dynamic bal-
ance. After 0.5 s is added to the disturbance, the electromag-
netic thrust is continuously adjusted under the action of the
controller, and the peak is constantly fluctuating up and down
in order to reach the equilibrium state quickly. It can be seen
more clearly from Fig. 12 that as the disturbance changes,
the electromagnetic thrust is constantly changing towards
dynamic equilibrium. After 0.15 s, the load disturbance is
reduced to zero, and the electromagnetic thrust also converges
toward zero, but the interval of peak fluctuation is too large,
which will cause the tracking accuracy of the system to
decrease. Fig. 13 is the moving velocity curve. At the moment
of starting, the velocity reaches a maximum value of about
0.03 m/s, and then the velocity begins to converge toward
equilibrium and finally stabilizes at ± 0.05 m/s. Fig. 14 and
Fig. 15 are the electromagnetic thrust curve and the moving
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FIGURE 13. NFTSMC moving velocity curve for step input.

FIGURE 14. ANNNFTSMC electromagnetic thrust curve for step input.

FIGURE 15. ANNNFTSMC moving velocity curve for step input.

velocity curve of the ANNNFTSMC, respectively. It can be
seen from Fig. 14 that the electromagnetic thrust reaches
about 100 N at the moment when the motor starts up, then
starts to decrease and quickly reaches the equilibrium state,
and the system remains in a stable state no matter how the
disturbance change. Therefore, when a variable disturbance
occurs at 0.5 s, the electromagnetic thrust is basically equal to
the variable disturance. In Fig. 15, the maximum value of the
starting moment moving velocity reaches 0.015 m/s, and then
rapidly decreases toward the equilibrium state. After 0.2 s,
no matter how the external disturbance changes, the moving
velocity is always near the equilibrium state and the fluctua-
tion is extremely small, so that the system has higher position
tracking accuracy. In summary, ANNNFTSMC can attenuate
chattering and improve the tracking and robustness of the
servo system.

Under the sinusoidal signal, the position tracking curves
of the two control methods is shown in Fig. 16. The track-
ing curve of NFTSMC fluctuates near the curve of the
given position, and there is a serious chattering phenomenon.
The ANNNFTSMC can track the given position curve very
well. The chattering phenomenon is obviously improved.

FIGURE 16. Position tracking curves for sinusoidal input.

Fig. 17 shows the position error curve of NFTSMC. The
maximum error of the system can reach 5.9 µm, and the
chattering phenomenon is serious. Fig. 18 shows the position
error curve of ANNNFTSMC. At the moment of motor starts,
the error can quickly converge to near zero, and finally sta-
bilize at around 0.5 µm. The tracking error is small and the
chattering is weakened. Compared with NFTSMC, it shows
that the adaptive RBF neural network can obtain accurate
PMLSMdynamicmathematical model by approximation and
can estimate the upper bound of total uncertainty in real
time online, and improve the tracking accuracy of the sys-
tem. In summary, the ANNNFTSMC method not only has
higher tracking accuracy and faster response speed, but also
improves the chattering phenomenon.

FIGURE 17. NFTSMC position error curve for sinusoidal input.

FIGURE 18. ANNNFTSMC position error curve for sinusoidal input.

To evaluate the output performance, calculate the mean
square error (MSE) of the tracking position. The total
sampling time is T , the expected position is dm and the
actual position is d , and the tracking position mean square
error (MSE) is given in equation (51).

MSE =
1
T

T∑
t=1

(dm − d)2 (51)
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The average values of the MSE for position tracking under
the two control methods are given in Table 3. As can be seen
from the table, ANNNFTSMC provides a minimum MSE
value compared to NFTSMC (i.e., the ANNNFTSMC sys-
tem has better tracking performance). The position tracking
MSE response curves of the two control methods is shown
in Fig. 19. The MSE of ANNNFTSMC is much smaller than
NFTSMC and is basically stable near zero, so the tracking
effect of ANNNFTSMC is better.

TABLE 3. MSE examination of NFTSMC and ANNNFTSMC.

FIGURE 19. MSE response curves for position tracking.

In order to better reflect the credibility of the tracking
error, a relative error is introduced. Relative error refers to
the value obtained by multiplying the ratio of the absolute
error caused by the measurement to the measured true value
by 100%, expressed as a percentage, which is a dimensionless
value. The relative error δ of position tracking is given in
equation (52), and the relative error curve is given as shown
in Figure 20.

δ =
|d − dm|
dm

× 100% =
|e|
dm
× 100% (52)

FIGURE 20. Relative error curves for two control methods.

It can be seen from the Fig. 20 that the relative error
curves under the two control methods are all near zero, and

the discrimination effect is not obvious. In order to better
compare the advantages and disadvantages of the two control
methods, a section of the curves is amplified. The relative
error curve of ANNNFTSMC converges to near zero and has
no fluctuation. It is obvious that the relative error curve of
NFTSMC is severely fluctuating and the convergence effect
is poor. It can be seen that the position tracking performance
of ANNNFTSMC is better than that of NFTSMC.

Under the trapezoidal signal, the position tracking curves
of the two control methods are shown in Fig. 21. Both
NFTSMC and ANNNFTSMC can track the given position
curvewell. The tracking effect of ANNNFTSMC is obviously
better than that of NFTSMC, and the chattering phenomenon
is obviously improved. Fig. 22 is the position tracking error
curves under two control methods. It can be seen from the
figure that the position error of NFTSMC is larger than that
of ANNNFTSMC. The position error range is between -
0.07-0.05mm, and the maximum can reach 0.07mm. The
chattering phenomenon is more serious, and the position error
of ANNNFTSMC is smaller, basically stable near zero, and
the tracking performance of the system is better. In order to
better compare the experimental results, the position error
curve of ANNNFTSMC is shown in Fig. 23. The position
error range is -0.01-0.005mm, and the error is much smaller
than the position error of NFTSMC.

FIGURE 21. Position tracking curves for trapezoidal input.

FIGURE 22. Position error curves for trapezoidal input.

In order to more comprehensively evaluate the control per-
formance of the two methods, ANNNFTSMC and NFTSMC,
the tracking position mean square error (MSE) and relative
error curves of the two control methods are given below.

The average of the position tracking MSE under the
NFTSMC and ANNNFTSMC methods is given in Table 4.
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FIGURE 23. ANNNFTSMC position error curve for trapezoidal input.

TABLE 4. MSE examination of NFTSMC and ANNNFTSMC.

FIGURE 24. MSE response curves for position tracking.

The MSE average of the ANNNFTSMC is 1.86e-12, which
ismuch smaller than the average of 6.74e-11 of theNFTSMC.
Therefore, the ANNNFTSMC system has better tracking
performance. The position tracking MSE response curves
of the two control methods is shown in Fig. 24. Macro-
scopically, the MSE value of NFTSMC is much larger
than the MSE value of ANNNFTSMC, and its maximum
MSE value can reach 4.7e-10. Microscopically, the maxi-
mum MSE value of ANNNFTSMC is 1.3e-11. Therefore,
the system using the ANNNFTSMCmethod has better output
performance.

Fig. 25 is the relative error curves of the two control
methods. It can be seen from the figure that the relative
error of NFTSMC is significantly larger than the relative
error of ANNNFTSMC. The relative error of NFTSMC is
basically stable at around 1%, while the relative error of
ANNNFTSMC is basically stable near zero, and the tracking
performance is far superior to NFTSMC.

The position tracking error of the two control methods
of NFTSMC and ANNNFTSC under three different input
signals is summarized in Table 5.

FIGURE 25. Relative error curves for two control methods.

TABLE 5. Position tracking error under different inputs.

V. CONCLUSION
In view of the uncertainties such as parameter variation and
load disturbance in the PMLSM servo system, two control
schemes, NFTSMC and ANNNFTSMC, are designed. Based
on NFTSMC, an adaptive RBF neural network is used to
approximate the unknown part function in PMLSM mod-
eling without an accurate dynamic model. By comparing
and analyzing the experimental results of the two control
schemes, it is found that ANNNFTSMC not only inherits
the advantages of NFTSMC, such as nonsingularity, finite
time convergence, fast transient response, small steady-state
error and high position tracking accuracy, but also weakens
chattering and has stronger robustness.
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