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ABSTRACT Placenta is closely related to the health of the fetus. Abnormal placental function will affect
the normal development of the fetus, and in severe cases, even endanger the life of the fetus. Therefore,
accurate and quantitative evaluation of placenta has important clinical significance. It is a common method
to segment human placenta with semantic segmentation. However, manual segmentation relies too much
on the professional knowledge and clinical experience of the staff, and it will also consume a lot of time.
Therefore, based on u-net, we propose an automatic segmentation method of human placenta, which reduces
manual intervention and greatly speeds up the segmentation, making large-scale segmentation possible. The
human placenta data set we used was labeled by experts, which was obtained from prenatal examinations
of 11 pregnant women, about 1,110 images. It was a comprehensive and clinically significant data set.
By training the network with such data set, the robustness of the model will be better. After testing on
the data set, the segmentation effect is basically consistent with the manual segmentation effect.

INDEX TERMS Automatic segmentation, human placenta image, semantic segmentation, U-net.

I. INTRODUCTION
Placenta is an important organ for the exchange of substances
between fetus and mother, which plays a vital role in the
healthy growth of fetus. The fetus develops in the womb and
depends on the placenta for its nourishment. What’s more,
the placenta also synthesizes many substances that main-
tain pregnancy, including estrogen, progesterone, cytokines,
growth factors and so on. In addition, the placenta also has
the function of protecting the fetus, and it has a certain
barrier function against some bacteria, pathogens and drugs,
though its function is very limited. Placental lesions can have
serious consequences, such as intrauterine growth restric-
tion (IUGR) due to placental insufficiency, which reduces
the growth potential of the fetus and increases the risk of
uncertainty in subsequent growth [1]. In the case of twins,
abnormal blood vessels in the placenta can cause twin-to-twin
transfusion syndrome (TTTS), resulting in unbalanced blood
distribution between twins, which can lead fetal to death in
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severe cases [2]. Placental hyperplasia will increase the risk
of heavy bleeding during delivery [3]. Therefore, the placenta
is closely related to the development of the fetus. Through
the examination of the placenta, the health information of
the fetus and the mother can be obtained. This may assist
the physician in making a diagnosis. It is a common method
to detect the placenta to obtain images of the abdomen by
Nuclear Magnetic Resonance Imaging (MRI) and then seg-
ment the placenta in the abdomen by relevant algorithms. The
position of the fetus in the mother’s body is not fixed, but
changes with time. The breathing movement of the mother
causes the position of the fetus to change, and the placenta
to move accordingly. Inevitably, this also leads to changes
in the shape of the placenta. On the other hand, the size
and shape of the placenta change as the fetus develops. This
series of position and shape changes will cause difficulties in
segmentation.

As one of the important topics in computer vision, Seman-
tic segmentation is widely used in the fields of human-
computer interaction [4], autonomous driving [5] andmedical
image processing [6]. Deep learning algorithms, especially
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convolutional neural networks [7]–[23], have achieved the
best results in the field of computer vision. Convolutional
network is well known for its excellent performance in
image classification, however, the concept has been pro-
posed as early as 1989 by LeCun et al. [24]. Due to
the limited computing power and the lack of data at that
time, convolutional network failed to achieve the desired
effect. Krizhevsky et al. [25] improved on predecessors and
trained a network with a large number of parameters on
ImageNet. With the continuous optimization of the network
by researchers, the network has more and more layers, and
the classification effect is getting better and better [26]–[55].
The traditional convolutional neural network is mainly used
for classification. The output is the probability of each
object, and decides which category the input object belongs
to according to the probability. However, in many cases,
we need not only to categorize the goals, but also to under-
stand the deeper information. For example, if we successfully
classify a picture of a cat, but we also need to know a certain
part of the cat, such as the eyes, then the output of the
network is not the probability of the category, but the whole
image. Therefore, Long et al. [56] made improvements on
the basis of convolutional network and replaced the fully
connected network with convolutional layer in the network,
achieving good results in image segmentation. Since the
fully convolutional network was proposed, it has occupied
an important position in the field of semantic segmentation.
Many researchers have made improvements on the basis of
the fully convolutional network in an attempt to achieve better
results. Among them, U-net is an excellent one, and it shines
in the field of medical image segmentation. Compared with
the segmentation in other fields, the semantic segmentation
precision of medical image is higher, and the data sets in the
medical field are relatively scarce, as well as the capacity of
data sets is relatively small. The appearance of U-net solves
this problem better. In this paper, U-net is used to segment
the MRI placenta image, and good results are obtained.

II. RELATED WORK
The placenta plays an important role in the healthy develop-
ment of the fetus. Therefore, many researchers have proposed
methods to segment the placenta. The following is a brief
introduction to the past work.

Wang et al. [57] proposed an interactive learning based
semi-automatic segmentation method, called Slic-Seg, which
firstly used random forest to train labeled data and formed
a slice by slice framework to realize the segmentation of
placenta in MRI images. Stevenson et al. [58] combined the
original random walk method with virtual organ computer-
aided analysis (VOCAL) to segment the placenta in 3D
ultrasound images. Wang et al. [59] improved the Slic-Seg
method in 2016, and proposed a probability-based 4D Graph
Cuts method, which used the consistency between inter-
slice and inter-image to refine the segmentation, achieving
better segmentation effect. Alansary et al. [60] proposes a
fully automatic segmentation framework used in MRI image

segmentation of human placenta, they firstly use 3D multi-
scale convolution neural network to identify the placenta
candidate area, and then use 3D dense conditional random
field to refine the results. They test this approach in 66 preg-
nant women, relatively good results have been achieved.
Looney et al. [61] combined deep convolutional neural net-
work with random walk algorithm, and used 300 ultrasonic
images for training, verification and testing, showing that the
convolutional neural network can automatically segment the
placenta in 3D ultrasound images.

The visualization of the placenta is important for the
assessment of placental health.Miao et al. [62] used advanced
motion compensation and automatic segmentation to extract
the shape of placenta, and extracted a visualized technique
to display the fetal side and maternal side of placenta, which
provided help for doctors to analyze pathological informa-
tion. Yang et al. [63] proposed a framework for simultane-
ously segmenting fetus, gestational sac and placenta in 3D
ultrasound images. They added recursive neural network on
the basis of 3D fully convolutional network to refine local
segmentation results from the perspective of semantic infor-
mation. In addition, the authors also introduced the hier-
archical deep supervision mechanism which promoted the
communication of informationwithin the network and further
improved the result of semantic segmentation. They tested
this method on their dataset and achieved good segmentation
results. Gibson et al. proposed an algorithm for abdominal
multi-organ segmentation based on deep learning, the organs
included pancreas, gastrointestinal tract (esophagus, stom-
ach, duodenum), liver, spleen, left kidney and gallbladder.
The algorithm is verified in a dataset composed of more than
90 subjects, and the segmentation effect is excellent.

In 2018, Wang et al. [64] proposed a deep learning-
based interactive segmentation method to improve the seg-
mentation results of convolutional neural network. Firstly,
the author used a convolutional neural network for initial
segmentation, and added user interactions to mark the error
segmentation. Then, the results of the first neural network
were processed with the second convolutional neural net-
work to further improve the precision and effect of seg-
mentation. The effectiveness of the proposed algorithm was
verified by 2D MRI image segmentation of the placenta.
Looney et al. [65] proposed a network to segment placenta
from 3D ultrasound images, called OxNNet (a fully convolu-
tional network). The obtained results are basically consistent
with the clinical results, however, the network has require-
ments for datasets. The larger the datasets, the better the
performance.

III. METHODS
The semantic segmentation network is used for image seg-
mentation of the placenta obtained by MRI, and the accurate
segmentation of the placenta is achieved by this method.
We also validate the impact of different hyperparameters on
network accuracy. In this way, accurate segmentation of the
placenta is achieved.
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FIGURE 1. Three types of placental images. (a) The sagittal image of
placentas; (b) The cross-sectional image of placentas; (c) The coronal
images of placentas.

A. DATA
All MRI images of 11 normal placentas were labeled with
placental contour, including 425 axial images, 271 coronal
images and 414 sagittal images. Images were collected using
a 3.0t magnetic resonance scanner. Pregnant women were
in supine position or left lateral position, and the placenta
was used as the center to scan the three planes of placenta
(transverse plane, sagittal plane and coronal plane). Labeling
was performed by a physician with three years of experience
in placental imaging diagnosis using software to perform
multipoint tracking labeling (the distance between points was
less than 5mm). The placenta’s overall attachment position,
size and shape were observed on the transverse axis, coro-
nal and sagittal planes of the placenta before labeling, and
then manually labeled layer by layer. Each placental marker
includes two parts:

1. Placental attachment surface: the mark points strictly
follow the deformation of basal decidua between placenta
and uterus, a small part of the local basal decidua shows
unclear, so it can be reasonably delineated according to the
upper and lower layers and the multidirectional contour of
placenta.

2. Uterine surface of placenta: the marked points are
strictly on the boundary between placenta and amniotic
fluid. When the contour of placenta shows more tortu-
osity, the number of marked points will be increased
appropriately.

Axial, coronal and sagittal images of the embryo were
taken from different directions and angles. The analysis of
the images from different directions is conducive to the fine
segmentation of the placenta. As we all know, medical data
sets are usually difficult to obtain. Our placental data set
comes from the prenatal examination of 11 pregnant women,
each of which took about 100 images and was labeled by
professional doctors. Our data set is comprehensive and con-
sistent with the reality. Using such a data set to train the

network, the obtained model also has strong robustness and
good clinical significance, which is also a contribution of this
paper.

B. DATA FORMATTING
In semantic segmentation and other tasks, preprocessing data
is an important part. Because the original data distribution
may vary greatly or not belong to the same distribution.
In order to fully utilize the performance of the network and
improve the accuracy of the network, different preprocessing
methods are adopted for different tasks. In object detection,
feature normalization and random flipping are effective. It is
useful to normalize data in semantic segmentation. However,
for data sets with less data, using random flipping can effec-
tively increase the diversity of data sets.

Wemade the image adapt well to this network through sev-
eral methods of data preprocessing. Since the picture obtained
by MRI is a cross section of a part of the abdomen and is
intercepted at different parts, the difference in the picture is
relatively large. Obtained from the MRI device is a black
and white picture, so for the convenience of observation,
we turn black and white into a color picture. Since we get a
large picture, in order to reduce the need for computation and
memory, we have all the pictures into [320,320] size. In order
for the network to process this data accurately, we need to
normalize the image to [0,1].

C. SEMANTIC SEGMENTATION
When semantic segmentation is proposed, the main problem
is to split the position of the object in the image. However,
with the development of other fields, semantic segmentation
also plays an important role, such as automatic driving, med-
ical image analysis, etc., which depend on the development
of semantic segmentation techniques. Although object detec-
tion can also determine the position of an object, semantic
segmentation is pixel-level and the results are more accurate.
This paper applies semantic segmentation techniques to med-
ical image analysis.

Placental segmentation is to segment the position of the
placenta in the MRI image, which is essentially semantic
segmentation. Semantic segmentation is the classification of
each pixel in an image to segment objects with specific fea-
tures. We enter the original MRI image into the network and
train with the already-made tags. The label indicates the posi-
tion of the placenta in the original image. The output of the
network is also a black and white picture, and the white color
indicates the position of the placenta. We use the structure
of encoding-decoding, which is typically U-net. We extract
the features of the picture step by step through the convo-
lutional layer, and the features are from low-dimensional to
high-dimensional, and through the combination of decoding
and low-dimensional features. There are also long-distance
connections in the network. In this way, the low-dimensional
features can be merged in the upsampling process, thus the
network can capture the global and detailed information well,
which is beneficial for each pixel classification.
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FIGURE 2. U-net is used for placental segmentation. A captured picture is entered into the network and processed to
obtain an image that separates the placenta. It can be seen that the entire network is a process of encoding to decoding.
Through such a method, we can effectively combine low-dimensional and high-dimensional features to make the
segmentation result more accurate.

D. U-NET
The network architecture we use is U-net. The effectiveness
of this network structure has achieved good results in the
field of semantic segmentation. Such a network structure
can simultaneously utilize details and global information to
increase the accuracy of segmentation. Although the network
has downsampling and upsampling operations, it is through
such operations that the network obtains global informa-
tion. For the details, we combine the details and the global
information through a cross-layer connection. In this way,
the network can accurately find the position of the placenta
in images. We preserved the four upsampling and downsam-
pling layers in the original structure because the validity of
this structure has been verified in semantic segmentation.
Since we input a black and white image, the number of layers
of the first convolutional layer for input becomes 1. The
final result output is also one layer, because we only need
to segment the position of the placenta. So the two parts of
the network have changed. At the same time, the network
requires less memory capacity, which can fully utilize the
performance of the machine and shorten the training time.
A number of papers have already demonstrated the effec-
tiveness of this structure. Although U-net is an improvement
based on FCN, it is not a simple way of encoding to decoding.
The resulting high-dimensional features are merged with the
features of the lower layers during the upsampling process
to preserve the details of the image to the greatest extent
possible.

U-net is used for placental segmentation. A captured pic-
ture is entered into the network and processed to obtain an
image that separates the placenta. It can be seen that the entire
network is a process of encoding to decoding. Through such

FIGURE 3. The relationship between accuracy and training times.

a method, we can effectively combine low-dimensional and
high-dimensional features to make the segmentation result
more accurate. And in order to reduce the amount of calcula-
tion, there is no fully connected layers in the network, so that
better segmentation results can be achieved with a minimum
of parameter quantities. The downsampling process is fol-
lowed by every 2 × 3 convolutional layer followed by a
2× 2 maximum pooling layer. The ReLU activation function
is used after each convolutional layer, and the number of
channels is gradually increased during the downsampling
process. In the upsampling process, each step consists of a
2× 2 convolutional layer and two 3× 3 convolutional layers,
and the activation function is also ReLU. In the last layer,
a 1 × 1 convolutional layer is used to turn the final output
into an image with channel 1.

E. SETTINGS AND EVALUATION
All experiments were performed on Pytorch. The optimizer
we use is SGD and the learning rate is set to 0.01. The batch
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FIGURE 4. Separable U-net architecture with convolutional encoder and decoder using separable
convolution based on U-net architecture, It can construct the model thinner and less computationally
expensive.

FIGURE 5. Forecast performance display. The above is ground truth, the following is the prediction
result.

size is 8, which can effectively increase the training effi-
ciency. For the initialization of the ownership heavy param-
eters, we use random initialization. The cross-entropy loss
function is used to calculate the loss, because this method can
be used to distinguish categories well.

The U-net network trained 50 rounds on Titan X. We veri-
fied each training and marked the dice score. As you can see
in Fig. 3, for a relatively simple data set such as placental
segmentation, U-net is able to converge quickly and achieve
good accuracy. There are two reasons for having such an
effect. The convolutional neural network can well learn the
characteristics of the picture and fuse the local and global
information. The second is that for the task of placental
segmentation, only the second classification is performed,
so the task is relatively simple for the U-net network.

We show a split graph for each of the different directions
and positions. Since MRI images are acquired at different
locations when acquired. So the images obtained are also

different. To illustrate whether the acquired position and ori-
entation have an effect on the segmentation results, we have
shown the results of each segmentation. As can be seen from
Fig. 5, the influence of this factor on the segmentation result
is relatively small.

F. SEPARABLE U-NET
As we all know, deep neural networks have evolved to the
state-of-the-art technique for computer vision tasks [27].
Unfortunately, neural networks are not only computationally
intensive but also memory intensive, making them hard to
deploy on mobile and embedded system. If U-net can be
deployed on mobile medical devices, it will make it easier for
doctors to diagnose whether the placental is abnormal or not.
Inspired by U-net and MobileNets [66], we proposed a net-
work named Separable U-net for placental segmentation task.
The network we proposed also has an overall architecture
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FIGURE 6. (a): Separable U-net V1 relationship between accuracy and training times;
(b): Separable U-net V2 relationship between accuracy and training times;.

FIGURE 7. Forecast performance display. The first column shows the ground truth, the second and third, forth column
show the predicted result obtain with U-net, Separable U-netV1, V2.

similar to the standard U-net,it has encode function on the
left side of architecture and right side for decode function
which has thinner model size so it can be easily deployed on
mobile and embedded system. Fig. 4 illustrates the network
architecture. The standard convolution was replaced by the
depthwise separable convolution [67], detail design is shown
in the dashedwindowwhich consisted of a 3×3 convolutional
layer called depthwise convolution, a batch normalization
layer [68] and an activation layer, 1 × 1 convolution for
pointwise convolution.

Compared with traditional U-net architecture, which we
introduced above, the network we proposed achieve lower
computational cost and reduce the number of parameters of
U-net model.

IV. EXPERIMENTAL RESULTS
We use several different criteria to analyze the accuracy of
the network. We use the overall accuracy, mean accuracy and
mean IU indicators to measure the accuracy of the network.
Pixel Accuracy is the simplest metric for marking the correct
pixel count as a percentage of the total pixels. Mean accuracy

is a simple improvement of PA that calculates the proportion
of pixels that are correctly classified within each class, and
then averages all classes. Mean IU is the standard measure
of semantic segmentation. It calculates the intersection of
the two sets and the union of the two sets. In the prob-
lem of semantic segmentation, the two sets are real values
and predicted values. It can be seen from the comparison
of the accuracy that the network can already segment the
placenta well.

As can be seen from Fig. 8, our network can effectively
segment the placenta. But for some difficult pictures, only
the approximate position can be split. Therefore, our network
is very effective for placental segmentation.

A. COMPARISON WITH SEPARABLE U-NET AND U-NET
In order to reduce the model size and find out the relationship
between accuracy and the number of convolutional channels,
we design two types of Separable U-net with different chan-
nels, both of them and traditional U-net use the same learning
rate, batch size and optimizer. Also, we initialized the weights
with random values, set the batch size to 10 and trained
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FIGURE 8. Examples of segmentations obtain with U-net, showing the effect of the proposed network. The first column shows the original
images, the second and third columns show the ground truth, the fourth and fifth columns show the predicted results.

50 rounds on NVIDIA GeForce GTX 1080Ti GPU, SGD as
optimizer and binary cross-entropy as our loss function.

From Table 1, to distinguish two types of Separable U-net,
we named them Separable U-net V1 and V2. It shows that

U-net achieves the highest accuracy and mean IU, but Sep-
arable U-net has the lowest memory cost with a little accu-
racy loss. Compared with traditional U-net, it may more
useful in mobile and embedded system. Fig. 6 performs two
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TABLE 1. Performance of the three models on placental data sets.

types of Separable U-net’s relationship between accuracy and
training times. V1’s accuracy is more stable than V2 during
the training process and V2’s Maximum accuracy is larger
than V1. Fig. 7 shows the predicted pictures obtain with
U-net, Separable U-net and ground truth. From the pictures
we can conclude that Separable U-net we proposed can also
effectively segment the placenta.

B. COMPARISON WITH EXISTING METHODS
In order to reflect the advantages of U-net in placental
segmentation, We also compared our method with several
existing methods, FCN and Deeplab, which are standard
segmentation algorithms, Table 2 shows that different type
of methods’ performance. From the results, it shows that
U-net performs the best among those methods. It achieves the
highest overall accuracy of 0.9868, the highest mean accuracy
of 0.8671 and the highest mean IU of 0.8171 with a small
quantity of dataset, which shows that the U-net exhibits state-
of-the-art performance comparing both standard segmenta-
tion methods. Moreover, U-net has the smallest model size
so it can be deployed on mobile system easily. To summarize,
U-net performs best in placental segmentation.

TABLE 2. Placenta segmentation results.

V. DISCUSSION
According to the results of the final segmentation, it is very
effective to use U-net to segment simple or relatively straight
placentas. Although the segmentation results for the relatively
elongated placenta are not very good, the body portion of the
placenta is clearly segmented. As well known, it is very time-
consuming to distinguish the placenta by the naked eye to
observe the images. The use of convolutional neural networks
can process data in a short period of time and produce a
more accurate result. Therefore, applying U-net to medical
problems can reduce costs and improve medical efficiency.
The data we get is not only from different people, but also
includes MRI images of the same person in different parts.
This makes the network encounter a relatively large problem
in the learning process, because the proportion of the entire
image occupied by the placenta in some parts is relatively
large, it will be easier to segment, and the accuracy will

be better. For some pictures with a small proportion, the pla-
centa is too small to be accurately segmented. Therefore, this
problem will make the positive and negative samples unbal-
anced, which will cause a certain deviation in the training of
the network. This is an important factor affecting the accuracy
of the network.

VI. CONCLUSION
In summary, experiments have shown that the use of U-net
can be a good way to segment the placenta. Based on the
results of our final test, we can see that though some images
are not completely segmented, their approximate location is
already observable. For simple pictures, the placenta can be
easily segmented. For the segmentation results, you can see
that the picture with a larger proportion of the placenta is
better. For a relatively small picture, the segmentation result
will be inconsistent. Although some results are not ideal,
verification can prove that the placenta can be well segmented
through U-net. In addition, through the quantified results,
we can see that U-net can segment the placenta very well.
A large amount of medical cost can be saved by such an
approach. Moreover, the reduction of human intervention
makes the segmentation speed faster and enables large-scale
segmentation operations.
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