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ABSTRACT In this paper, we propose a novel data augmentation method named Semantic Constraint
Generative Adversarial Network (SCGAN) for person re-identification (Re-ID) in camera sensor networks.
The proposed SCGAN can generate multiple style pedestrian images with high-level semantic information.
To this end, we design two types of semantic constraints, i.e., attention constraint and identity constraint. The
attention constraint aims to restrict the significant areas in the attention map to be consistent before and after
image transformation. The identity constraint focuses on keeping the identity of the generated pedestrian
image to be the same as that of the real one. After generating pedestrian images using SCGAN, we combine
them with the real pedestrian images to train the person Re-ID model. Since the proposed SCGAN increases
the diversity of training samples, the generalization of Re-ID model is enhanced. We evaluate the proposed
SCGAN on three large-scale person Re-ID databases, i.e., Market1501, CUHKO3 and DukeMTMC-relD,
and experimental results reveal that the proposed SCGAN yields consistent improvements over other

methods.

INDEX TERMS Person re-identification, data augmentation, camera sensor networks.

I. INTRODUCTION
The sensor networks [1], [2] consist of various sensors, such
as video cameras, microphones and so on, and they are widely
used in video surveillance. Person re-identification (Re-ID)
in camera sensor networks is a fundamental task in video
surveillance, and it aims at matching an interested pedestrian
from a gallery set collected under different cameras [3], [4].
In recent years, person Re-ID has attracted a lot of consider-
ation in academia and industry because of its wide applica-
tions in multi-camera tracking, crowd counting, etc [5]-[7].
Although person Re-ID in camera sensor networks has been
studied for many years, it still confronts many difficulties,
such as complex lighting, viewpoint changes, various body
poses and so on.

Recently, with the renaissance of deep learning [8], [9],
a great deal of methods for person Re-ID have been debated
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to extract discriminative features [10], [11], construct robust
models [12], [13] or both of them [14]. These methods are
beneficial to the performance of person Re-ID in a certain
range, but they remain several open issues. For example, there
is a large gap between the training and test sets caused by
large variations in body poses, illuminations, backgrounds
and so on, which leads to the performance degeneration on
the test set.

To address this limitation, the intuitive approach is to aug-
ment the number of training samples in order to promote the
generalization ability of deep network model. However, it is
prohibitively expensive to collect and annotate large-scale
databases for person Re-ID. Alternatively, data augmentation
is convenient to extend the training set without extra cost, and
it is widely used in deep learning [15], [16]. The straight-
forward approaches of data augmentation include random
flipping and random cropping, and they have been validated
to be effective for person Re-ID [17], [18]. More recently,
Generative Adversarial Network (GAN) and its variants have
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been applied in many research fields [19], [20], and they
are also utilized to augment the training samples for person
Re-ID [21]-[23]. Then, the real training samples and the gen-
erated samples are both employed to train the deep network
model. However, most existing GAN-based methods only
focus on increasing the visual appeal for human, but ignore
the constraint of semantic information between pedestrian
images and generated ones, which degrades the performance
of person Re-ID.

FIGURE 1. (a) Real pedestrian images, (b) the corresponding heatmaps
where each pixel denotes the predicted true-class probability from CNN
model when using a mask to occlude the pedestrian image and

(c) attention maps of these pedestrian images.

In this paper, we propose a novel data augmentation
method named Semantic Constraint Generative Adversar-
ial Network (SCGAN) to explicitly consider the semantic
information in the process of image generation for person
Re-ID in camera sensor networks. We first utilize SCGAN
to generate pedestrian images with different camera styles,
and combine them with real pedestrian images to train the
person Re-ID model. As for SCGAN, it consists of two types
of semantic constraints, i.e., attention constraint and identity
constraint. As shown in Fig. 1 (b), only a part of pedestrian
is crucial for the Re-ID performance, and therefore these
regions are significant areas. Hence, we expect to maintain
the significant areas in the process of image generation.
Meanwhile, from Fig. 1 (c) we can see that the attention
maps reflect where the deep network focuses on, and they
could be utilized to locate the significant areas. Based on
the above observations, we propose the attention constraint
which restricts the significant areas in the attention map of
real pedestrian image and generated pedestrian image to be
consistent. As a result, the discriminative ability of generated
pedestrian images is improved, which is beneficial to the
person Re-ID performance.

The identity label contains high-level semantic information
of pedestrians, and it is an important factor in the process of
image generation. From Fig. 2, we can see that the generated
pedestrian images usually achieve lower predicted probability
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FIGURE 2. The predicted probabilities of real and generated pedestrian
images.

than the real pedestrian images, which reveals the generated
pedestrian images lose some semantic information. Thus,
we propose the identity constraint to explicitly enforce the
identity labels before and after generation. After adding the
above two constraints, the generated pedestrian images not
only possess different camera styles from real pedestrian
images, but also enhance the discriminative areas and ensure
the stability of person identity. With these generated pedes-
trian images, the diversity of training samples is enhanced,
and therefore the generalization ability of deep model could
be improved.

In a word, the contributions of the work are as follows:

1) The proposed SCGAN explicitly considers the semantic
information using two constraints in the image generation
process, where the generated pedestrian images could pro-
mote the generalization ability of deep model.

2) The proposed SCGAN does not require additional oper-
ations during the image generation process, which is free
from the errors caused by extra algorithms.

3) The proposed SCGAN outperforms the state-of-the-
art methods on three large-scale person Re-ID databases,
i.e., Market1501 [24], CUHKO3 [26] and DukeMTMC-
relD [27].

Il. RELATED WORK

A. PERSON RE-IDENTIFICATION

The sensor networks drive the applications in many research
fields, such as human action recognition [28], soil mois-
ture retrieval [25], [29]. Person Re-ID is a vital application
in camera sensor networks, and it has shown tremendous
progress when using Convolutional Neural Networks (CNNs)
[30]-[33]. The CNN-based methods mainly focus on either
feature extraction [34]-[39] or similarity measurement
[12], [14], [40], and optimize them in an end-to-end method.
As for feature extraction, Wu et al. [36] utilized smaller
convolutional filters to learn features from holistic pedestrian
images. Qian et al. [37] proposed a multi-scale deep learning
model which mines holistic features from multiple scales.
In addition, some methods focus on learning latent part fea-
tures of pedestrian images to discover local cues. Yi et al. [38]
partitioned pedestrian samples into three overlapped subre-
gions and fed them into a CNN model to capture local cues of
pedestrian images. Zhao et al. [34] exploited an off-the-shelf
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pose estimation model to predict body joints, and then split
each pedestrian image into several local regions to learn
discriminative representations. Sun et al. [35] presented the
Visibility-aware Part Model (VPM) to learn region-level fea-
tures, and compared the pedestrian image pair using their
shared regions for partial person Re-ID.

Many researchers study the similarity measurement to
obtain robust person Re-ID models [12], [14], [40], [41].
Hermans et al. [40] employed the hardest positive and neg-
ative samples to calculate the loss value so as to generate a
proper distance among pedestrian images. Chen et al. [12]
introduced the quadruplet loss that treats four pedestrian
images as a unit in order to raise inter-class variations and
meanwhile reduce intra-class variations. Si et al. [41] intro-
duced the Compact Triplet Loss (CTL) for person Re-ID,
which makes the training samples be close to the correspond-
ing feature centers and the different feature centers be away
from each other.

B. GENERATIVE ADVERSARIAL NETWORKS

GANSs [19] have obtained remarkable success in multiple
tasks for instance image generation, image translation and
style transfer [20], [42], [43]. A typical GAN model contains
a generator and a discriminator. The generator learns to pro-
duce the generated images that are indistinguishable from the
real images, while the discriminator wants to classify the real
images and the generated ones. Radford ez al. [44] utilized the
convolutional layer to construct Deep Convolutional GANs
(DCGANSs) which could produce fake images to increase
training samples. In [20], CycleGAN was introduced to learn
a translation from the source domain to the target domain
without paired images. Choi et al. [45] proposed the StarGAN
to implement multi-domain image translations using a single
generator and a single discriminator.

Due to the desirable characteristics of GANs, they have
been utilized for person Re-ID so as to augment training
samples. Zheng et al. [27] utilized DCGAN to generate
pedestrian images and employed these generated images to
fine-tune the person Re-ID model. They first demonstrated
that generated pedestrian images could remarkably promote
the performance of Re-ID model. Wei ef al. [23] designed
a new model named PTGAN to reduce the gap between the
training and test sets. The PTGAN employed an extra algo-
rithm, i.e., PSNet [46] to extract the foregrounds of pedestrian
images in order to generate high-quality pedestrian images.
Zhong et al. [22] utilized CycleGAN to produce the style-
transferred images, and then combined real training samples
to train the person Re-ID model.

The above-mentioned methods generate pedestrian images
to enhance the number of training images, but they ignore the
semantic constraint before and after generation, which leads
to large semantic difference between generated pedestrian
images and real ones. Unlike previous methods, our work
aims to learn the semantic information in the translation pro-
cess so as to maintain the discriminative areas and stabilize
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the pedestrian identities between generated pedestrian images
and real ones.

C. ATTENTION MECHANISM

The attention model is able to automatically locate key
object regions and represent them according to their appear-
ances [47]. It extracts visual features from salient regions,
and is widely used in various tasks, especially in image clas-
sification, multi-object tracking and visual question answer-
ing [48]-[50]. Currently, the attention mechanism is also
applied in person Re-ID field to mine discriminative features.
Zhou et al. [51] introduced a temporal attention model that
can automatically pick out the most discriminative frame to
improve feature performance for video-based person Re-ID.
Yang et al. [52] proposed an attention-driven multi-branch
network to learn intra-attention and inter-attention, which
could guide the model to mine discriminative pedestrian rep-
resentations. In this paper, we utilize the attention mechanism
to select discriminative areas of pedestrian so as to constrain
the semantic information in the generation process.

lIl. APPROACH

In this section, we first briefly review StarGAN [45] for per-
son Re-ID in camera sensor networks. Then, we introduce the
proposed semantic constraints, i.e., attention constraint and
identity constraint, for SCGAN in detail. Finally, we explain
how to apply SCGAN to train the deep person Re-ID model.

A. StarGAN FOR PERSON RE-ID
The pedestrian images are usually captured by multiple cam-
eras and possess different camera styles as shown in Fig. 3 (a).
Recent works [20], [23] have demonstrated camera styles
are crucial for person Re-ID performance. They consider
that pedestrian images with different camera styles distribute
in different domains and employ generative adversarial net-
works, such as CycleGAN and PTGAN, to transfer camera
styles among pedestrian images in order to enrich the training
samples. However, these methods transform one style pair
each time, and therefore they have limited scalability when
meeting multiple camera styles in person Re-ID task.
Alternatively, StarGAN [45] could produce pedestrian
images with different styles only training once, and therefore
it is more suitable for generating pedestrian images for per-
son Re-ID. StarGAN aims to learn one single generator to
transfer all camera styles among pedestrian images. To this
end, it is designed as a generator G and a discriminator D.
The generator is formulated as G(x, ¢;) — y, where x and
y are the real and generated pedestrian images respectively,
and ¢, is the target camera style. The discriminator strives to
distinguish the pedestrian images belonging to the real or gen-
erated ones. To control the transformation of multiple cam-
era styles, an auxiliary classifier is added into D so that
the discriminator could also recognize the camera labels of
pedestrian images. Specifically, StarGAN consists of three
kinds of losses, i.e., adversarial loss, camera classification
loss and reconstruction loss.
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As for the adversarial loss, it makes the generated pedes-
trian images confuse the discriminator so that the generated
pedestrian images are similar to the real pedestrian images:

Logy =Ex[logDge(x)] +Ex,c, [log(1 =Dge(G(x, )N, (1)

where Dg,.(x) represents the predicted probability that x
belongs to the real pedestrian image.

The camera classification loss aims to distinguish the cam-
era labels of pedestrian images, and it is defined as:

Leig = r]Ex,cS[_logDcls(Cslx)]
+ (1 = r)Ex ¢, [—logDcis(c:|G(x, ¢;))]. (2)

where c; is the camera label of the real pedestrian image, and
D.is(cs|x) expresses the predicted probability that x belongs
to the camera label c;. When the input image of D is the
real pedestrian image, r = 1, otherwise r = 0.

In addition, the reconstruction loss is applied to preserve
the content of the real pedestrian image in the generation
process:

Lyee = Ex,cy,c,[Hx — G(G(x, c), cs)l1 1, 3)
where || - ||1 indicates the L1 norm.

B. SEMANTIC CONSTRAINT GAN

Various GANs have been applied to image generation for per-
son Re-ID. However, most of them only focus on increasing
the visual effect of generated images, but ignore the semantic
information, which leads to the large semantic difference
between generated images and real ones. In order to guarantee
the semantic consistency in the generation process, we pro-
pose two novel semantic constraints, i.e., attention constraint
and identity constraint, based on StarGAN.

The significant areas are key to the discrimination of pedes-
trian representations, and therefore we expect the significant
areas to keep consistency in the generation process. Since
attention maps could reflect the areas that the deep network
concerns, we utilize attention maps to calculate the significant
areas. Specifically, we first construct a multi-classification
deep network model F to perform a classification task. Then,
the attention map of pedestrian image is extracted from F' and
it is formulated as:

Rx) =Y ITix0)P, €
1

where Tj(x) illustrates the [-th feature map of x. It is worth
mentioning that all operations are between elements. After-
wards, the significant areas could be formulated as:

A(x) = Ks(R(x)), (%)
where K;() is the operation that sets the first s% large values
to 1 and others to 0.

We aim to constrain the significant areas between the

generated pedestrian images and the real ones. Hence,
the attention constraint loss is formulated as:

Lanr = Ex ¢, [II(G(x, ¢) —x) © A1, (6)

where © denotes the element-wise multiplication.
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FIGURE 3. (a) Some pedestrian images from two different cameras on
Market1501 and (b) some generated pedestrian images from a camera to
the other camera by SCGAN.
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The person Re-ID is usually treated as a multi-
classification task, and therefore the identity labels are vital
to the learning process. Additionally, they contain abundant
semantic information. Hence, we propose the identity con-
straint to ensure the generated pedestrian image has the same
identity with the real pedestrian image. The identity con-
straint forces G to generate different camera style pedestrian
images with the same identity labels as the real ones, and it
is defined as:

K
Lige = rEy k=) _ q(k)log(Fy (x))],
k=1
K
+ (1 = By k= Y ptk)og(Fr(GCx, )], (7)
k=1

where K is the number of identities, Fy(x) expresses the
predicted probability that x belongs to the k-th identity, and
q(k) is the true label distribution of the real pedestrian image:

0 k#g

k) =
q(k) | k=g

®)

where g is the true identity. p(k) indicates the predicted
label distribution of the generated pedestrian image, and is
written as:

0 k # argmax(Fp(x))
b

k) = 9

pk) 1 &k = argmax(Fp(x)), ©)
b
In a word, the objective of SCGAN is formulated as:
Lp = —Laay + AclaLeialr=1
LG = Ladv + )\rechec + )\attLatt
+ AclaLclalr:O + )\ideLide|r:0

Lr = AideLidelr=1- (10)
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FIGURE 4. The flowchart of training the deep model using real and generated pedestrian images.

where Acjg, Arecs Aan and Ajg. are hyper-parameters that
decide the relative importance of the corresponding loss,
|-=1 indicates that the loss function is calculated using real
pedestrian images, and |,—¢ represents that the loss function
is computed using generated pedestrian images. In all experi-
ments, we set Acjg = 1, Ajee = 10, Agyr = 1 and Ajg. = 1. Lp,
Lg and Lr express the objective functions of network D, G
and F, respectively. We minimize Lp, Lg and Lr to optimize
the three deep models, iteratively.

C. PERSON RE-ID WITH SCGAN

In order to increase the diversity of pedestrian images,
we employ the proposed SCGAN to generate new training
samples. Given a person Re-ID database captured by S cam-
eras, we can generate S-1 kinds of camera styles for each
pedestrian image using SCGAN. Hence, the training set is
enlarged S times. Since each generated pedestrian image
preserves the semantic information of the corresponding real
one, the generated images are considered to have the same
identity as the corresponding real ones. Some generated
pedestrian images are shown in Fig. 3 (b) where we can see
that the generated pedestrian images are different from the
real ones. We combine these generated pedestrian images and
real pedestrian images as the training samples to train a deep
network.

After obtaining an expanded training set, we structure a
person Re-ID model using modified ResNet-50 as shown
in Table 1. We displace the last classification layer with
a 512-dimensional fully connected layer (FC-512) and a
K-dimensional fully connected layer (FC-K) where K is the
total number of identities. It should be noticed that FC-512 is
followed by Batch Normalization, LeakyReLLU and Dropout.
We treat person Re-ID as a classification task, and employ
different losses for real and generated pedestrian images. The
whole architecture is shown in Fig. 4.

As for real pedestrian images, we only consider the ground-
truth label distribution and employ the cross-entropy loss:

K
Les == qk)log(I(k) (11)

k=1

where [(k) denotes the predicted probability that the real
pedestrian image belongs to the k-th identity, and g(k) has
the same meaning as Eq. 8.
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TABLE 1. The structure of the modified ResNet-50. It is noted that the
batch normalization is utilized after each convolutional layer.

Name Filters Stride
Convl [7 X7, 64] x 1 2.2)
Max Pooling 3x3 2,2)
[1x1,64] (1,1)
Conv2_X 3x3,64| x3 (1,1)
1x1, 256 (1,1)
[1 %1, 128] (1,1
Conv3_X 3x3,128| x 4 (2,2),(1,1)
1x1, 512 (1,1)
[1x1, 256 | (1,1)
Convd_X 3%x3,25 | x6 | [(2,2),(1,1)
1x1, 1024 (1,1)
[1x1, 512 (1,1)
Conv5_X 3%3,512 | x 3 (1,1)
1 x 1, 2048 (1,1)
Average Pooling 24 x 8 (1, 1)
FC-512
FC-K

Although the generated pedestrian images contain seman-
tic information of real pedestrian images, they are not perfect
enough. To handle this situation, the label smoothing regular-
ization (LSR) [53] was proposed to consider all distributions.
Specifically, it assigns a large weight to the ground-truth
identity, while a small weight to the other identities. This
encourages the deep network model to have less trust in
the ground-truth identity. Thus, we employ LSR to train the
generated pedestrian images, and the label distribution of
LSR is defined as:

€
= k #g
LSR(k)={ K ¢ (12)
11— — k=
€+ % g
where € € [0, 1] is the hyper-parameter to adjust the ratio
of non-ground truth identity labels. Based on this label
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TABLE 2. Comparison of the proposed SCGAN with other style-transferred methods.

Market1501 (%)

CUHKO3 (labeled) (%)

CUHKO3 (detected) (%) | DukeMTMC-relD (%)

Methods rank-1 mAP rank-1 mAP rank-1 mAP rank-1 mAP
Baseline 88.7 72.9 53.5 49.8 52.2 48.9 77.8 61.5
Baseline+CycleGAN 91.1 74.7 54.6 50.5 53.4 50.2 79.5 63.6
Baseline+StarGAN 91.7 74.9 55.2 51.3 54.1 50.4 80.3 64.2
Baseline+SCGAN 93.3 76.8 58.2 56.5 56.9 54.1 82.5 66.2

distribution, the cross-entropy loss is reformulated as:

K
Leg = —(1 = ©)logll(e) — = Y loglk))  (13)
k=1

In the training process of deep model, we randomly select
U real pedestrian images and V generated pedestrian images
in one batch, and the total loss is written as:

U Vv
1 . 1 .
Lt = 5 E Lés + V E Lég (14)
i1 j=1

where L!  and Lig denote the loss values of the i-th real
pedestrian image and the j-th generated pedestrian image,
respectively.

IV. EXPERIMENTS

In this section, we first describe three widely used person
Re-ID databases including Market1501 [24], CUHKO3 [26]
and DukeMTMC-reID [27]. Then, we present the experimen-
tal details, and compare SCGAN with other style-transferred
methods. Afterwards, we compare the proposed SCGAN
with state-of-the-art methods. Finally, we evaluate important
parameters.

A. DATABASES

Market1501 [24] possesses 32,668 pedestrian images with
1,501 identities and it is captured from six different cameras.
These images are divided into the training samples and the
test samples. The training samples contain 751 identities and
the test samples include 750 identities. All pedestrian images
are obtained by Deformable Parts Model (DPM) [55].

CUHKO03 [26] includes 1,467 identities from
14,096 pedestrian images. This database is captured from
two different cameras and has 9.6 pedestrian images for
each identity. These pedestrian images contain two kinds of
types, i.e., detected set extracted by DPM and labeled set
extracted by hand-drawn. We employ the same training and
test protocol as [56], [57]. The training set has 7,365 pedes-
trian images and the gallery set has 5,332 pedestrian images.
The remaining pedestrian images are treated as the query
set including 1,400 pedestrian images. We comprehensively
verify the proposed SCGAN based on the two types of image
settings.

DukeMTMC-reID [27] includes 1,812 identities from
36,411 pedestrian images and is captured by eight high-
resolution cameras. All samples are divided into the training
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set, the test set and the query set. Specifically, the train-
ing set has 16,522 pedestrian images, the test set con-
tains 17,601 pedestrian images, and the query set includes
2,228 pedestrian images.

B. IMPLEMENTATION DETAILS

SCGAN employs similar network architecture with Star-
GAN [45]. As for the generator network, it includes two con-
volutional layers, six residual blocks, and two deconvolution
layers, and all convolutional layers are with a step size of two.
As for the discriminator network, it contains two parts. One
part utilizes PatchGAN [58] to classify whether a pedestrian
image is real or generated, and the other part aims to rec-
ognize the camera label of a pedestrian image. In addition,
the instance normalization [59] is only applied on the genera-
tor. In the training process of SCGAN, the pedestrian images
are cropped to 128 x 64 and Adam solver [63] is adopted to
optimize all models. The epoch number is set to 200.

After obtaining the generated pedestrian images, we com-
bine them with the real pedestrian images to train the per-
son Re-ID model. All pedestrian images are cropped to
384 x 128. We implement random cropping and random
horizontal flipping on the real pedestrian images for data
augmentation, but there is no data augmentation for generated
pedestrian images. The SGD solver is employed to optimize
the person Re-ID model and the number of epochs is set
to 60. Since the generated image produced by the proposed
SCGAN is several times of the real image, we utilize all
real pedestrian images and randomly select some generated
pedestrian images in one batch. We set the batch size to
56 where the number of real pedestrian images is 32 and
the number of generated pedestrian images is 24. In addition,
the dropout probability is set to 0.5, and the gradient of Leaky
ReLU is 0.1. In the evaluation phase, we extract the output of
the final pooling layer (512-dim) as the features of pedestrian
images, and calculate the Euclidean distance as the similarity
between pedestrian images.

C. COMPARISON WITH OTHER

STYLE-TRANSFERRED METHODS

We comprehensively compare SCGAN with other style-
transferred methods, and the results are summarized
in Table 2. Baseline illustrates that we only utilize the
real pedestrian images to train an IDE model [61]. For
comparison, we employ the popular CycleGAN [20] and
StarGAN [45] to obtain generated pedestrian images, and
combine them with Baseline. From the table, our method
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(Baseline+SCGAN) achieves the best performance, which
verifies the effectiveness of SCGAN. It illustrates that gen-
erating pedestrian images with multiple styles is an effective
data augmentation method.

Furthermore, SCGAN is superior to CycleGAN and Star-
GAN in promoting the performance of person Re-ID. It is
because the proposed SCGAN can control the significant
areas before and after image transformation by using the
attention constraint. Meanwhile, the proposed SCGAN keep
the identity information of pedestrian images in the genera-
tion process by adding the identity constraint. In a word, it can
keep the high-level semantic information of the pedestrian
image before and after transformation.

D. COMPARISON WITH THE

STATE-OF-THE-ART METHODS

In this subsection, we compare the proposed SCGAN with
the state-of-the-art methods on the three databases.

TABLE 3. Comparison of the proposed SCGAN with the state-of-the-art
methods on the Market-1501 database.

Methods rank-1 (%) | mAP (%)
BoW [24] 34.4 14.1
SSDAL [64] 394 19.6
LOMO+XQDA [65] 43.8 222
Gated [67] 65.9 39.6
IDE [61] 73.7 51.5
PIE [60] 79.3 56.0
PAR [11] 81.0 63.4
SVDNet [10] 82.3 62.1
LSRO [27] 84.0 66.1
TriNet [40] 84.9 69.1
FMN [68] 86.0 67.1
AOS [57] 86.5 70.4
APR [66] 87.0 66.8
REDA [69] 87.1 71.3
DPFL [62] 88.6 72.6
DML [54] 89.3 70.5
MLEN [30] 90.0 74.3
HA-CNN [31] 91.2 75.7
SCGAN 93.3 76.8

The comparison results on Market1501 are listed
in Table 3. The proposed SCGAN attains the best results,
i.e., 93.3% and 76.8% on rank-1 accuracy and mAP, respec-
tively. This indicates that the proposed SCGAN as a data
augmentation method could alleviate the over-fitting phe-
nomenon produced by the lack of training samples to a
certain extent. More importantly, the proposed SCGAN could
generate multiple style pedestrian images with high-level
semantic information.

We then verify the performance of the proposed SCGAN
on CUHKO3, and the results are illustrated in Table 4. The
rank-1 accuracy and the mAP obtain 58.2% and 56.5% on the
labeled set, respectively. In addition, the proposed SCGAN
achieves 56.9% rank-1 accuracy, 54.1% mAP on the detected
set. These results exceed all the state-of-the-art methods. This
demonstrates that SCGAN could generate high quality pedes-
trian images to improve the performance of person Re-ID.
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TABLE 4. Comparison of the proposed SCGAN with the state-of-the-art
methods on the CUHKO3 database.

labeled set (%) detected set (%)
Methods rank-1 mAP rank-1 mAP
LOMO+XQDA [65] 14.8 13.6 12.8 11.5
IDE [61] 22.2 21.0 21.3 19.7
DPFL [62] 40.7 37.0 - -
FMN [68] 42.6 39.2 40.7 38.1
SVDNet [10] 40.9 37.8 41.5 37.3
HA-CNN [31] 44.4 41.0 41.7 38.6
AOS [57] - - 47.1 43.3
TriNet [40] 49.9 46.7 50.5 46.5
MLEN [30] 54.7 49.2 52.8 47.8
REDA [69] 58.1 53.8 55.5 50.7
SCGAN 58.2 56.5 56.9 54.1

TABLE 5. Comparison of the proposed SCGAN with the state-of-the-art
methods on the DukeMTMC-relD database.

Methods rank-1 (%) | mAP (%)
LOMO+XQDA [65] 30.8 17.0
IDE [61] 65.2 45.0
LSRO [27] 67.7 47.1
TriNet [40] 72.4 53.5
APR [66] 73.9 55.6
FMN [68] 74.5 56.9
SVDNet [10] 76.7 56.8
AOS [57] 79.1 62.1
DPFL [62] 79.2 60.6
REDA [69] 79.3 62.4
Deep-Person [70] 80.9 64.8
SCGAN 82.5 66.2
95.5 79.5
S
< 94.0 780
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95 e ‘\ 5 765
Q
—g,“ 91.0 E 75.0 |7
=
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FIGURE 5. The influence of the number of the generated pedestrian
images in one batch on Market1501.

As shown in Table 5, we also verify the proposed SCGAN
on DukeMTMC-relD, and the results yield higher accuracies.
Specifically, the proposed SCGAN achieves 82.5% rank-
1 accuracy and 66.2% mAP. In addition, compared with the
other methods, the proposed SCGAN yields the best results,
which verifies the superiority of SCGAN once again.

E. PARAMETER ANALYSIS

In this work, we combine the generated pedestrian images and
the real ones to jointly optimize the person Re-ID model. For
example, since each identity on Market1501 is captured by
six cameras, we generate other five kinds of camera styles
for each pedestrian image. The number of the generated
pedestrian images is very large, and we only utilize a part
of them. The ratio of the real pedestrian images to the gen-
erated pedestrian images is important. We evaluate the ratio
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on Market1501, i.e., U : V, and the effect are summarized
in Fig. 5 where the proposed SCGAN obtains the best results
when U:V =4 : 3.

V. CONCLUSION

In this paper, we have proposed the data augmentation
method named Semantic Constraint Generative Adversar-
ial Network (SCGAN) for person Re-ID in camera sensor
networks. The proposed SCGAN could maintain the seman-
tic information to generate high quality pedestrian images.
Specifically, we have proposed two kinds of semantic con-
straints named attention constraint and identity constraint.
To take advantage of these images, we combine them with
the real pedestrian images to train the deep model. Further-
more, we apply label smooth regularization (LSR) to softly
label the generated pedestrian images. Experiments on the
three databases show that the proposed SCGAN effectively
increases the diversity of pedestrian images and meanwhile
promotes the performance of person Re-ID.
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