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ABSTRACT In wireless sensor networks (WSNs), collecting data with mobile sinks is an effective way
to solve the “energy hole problem”. However, most of existing algorithms of mobile sinks ignore the load
balance of rendezvous nodes, which will significantly shorten the network lifetime. Moreover, most mobile
sinks are usually required to visit locations of sensor nodes without taking advantage of their communication
ranges. Therefore, this paper proposes an energy-efficient trajectory planning algorithm (EETP) based on
multi-objective particle swarm optimization (MOPSO) to shorten the trajectory length of the mobile sink
and balance the load of rendezvous nodes. EETP aims to reduce the delay in data delivery and prolong
the network lifetime. To shorten the trajectory length of the mobile sink, we design a mechanism to select
potential visiting points within communication overlapping ranges of sensor nodes, rather than locations of
sensor nodes. Additionally, according to trajectory characteristics of the mobile sink, we design an effective
trajectory encoding method that can generate a trajectory containing an unfixed number of visiting points.
The simulation results show that the proposed EETP is superior to existing WRP, CB and the MOPSO-based

algorithm, in terms of delay in data delivery, network lifetime and energy consumption.

INDEX TERMS Mobile sink, MOPSO, load balance of rendezvous nodes, trajectory planning.

I. INTRODUCTION

The Internet of Things (IoT) has been widely used in
environmental monitoring [1], industrial control [2], health
care [3] and other fields. In the application of IoT, battery-
powered sensors are used to sense the information of objects
and the sensed data is transmitted to users for further pro-
cessing. A large number of sensor nodes form a wireless
sensor network (WSN) [4]. In traditional WSNs, sensor nodes
near the static sink need to relay a lot of data so that they
will consume more energy [5]. Due to the limited energy of
battery-powered sensor nodes, excessive energy consumption
of sensor nodes near the static sink will result in the network
partition or even isolate the static sink, shortening the net-
work lifetime (i.e., energy hole problem) [6]-[8]. Using the
mobile sink to collect data is an effective way to solve this
problem [9]-[11]. The mobile sink is to install an ordinary
sink on the object that can move in the monitoring area.

The associate editor coordinating the review of this manuscript and

approving it for publication was Sharief Oteafy

176204

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/

In this way, the data of sensor nodes can be transmitted to
multiple sensor nodes to store and wait for the mobile sink
to collect. Therefore, hop counts and energy consumption in
multi-hop transmission can be reduced using the mobile sink.
In early studies, the mobile sink collects data from sensor
nodes individually [12], [13], but it will lead to a high delay
in data delivery due to the long trajectory of the mobile sink,
especially in large-size sensor networks. To tackle this prob-
lem, most current studies only allow the mobile sink to collect
data from some of nodes called rendezvous nodes (RNs) and
non-RN nodes transmit data via RNs [14]—-[16]. The selection
of RN is a challenging issue. If the trajectory of the mobile
sink is enough long, there are more RNs reducing energy
consumption caused by multi-hop transmission and energy
consumption can be further balanced. However, the too long
trajectory of the mobile sink will cause a high delay in data
delivery. The focus of most researches is to select a sufficient
number of RNs under the trajectory length constraint of the
mobile sink [17]-[19]. Therefore, in these studies, the tra-
jectories are usually close to the maximum allowed length
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FIGURE 1. An example of the mobile sink collecting data.

of the trajectory. Moreover, mobile sinks in these studies are
only allowed to collect data at the location of sensor nodes.
If mobile sinks can collect data in the communication range
of sensor nodes, trajectories of mobile sinks can be further
shortened and the delay in data delivery will be lower. In
addition, the load-balance level of RNs (i.e., the number of
child nodes of RNs) is not given too much attention in these
studies. If the load of one RN is much larger than that of other
RN, this RN will quickly deplete its energy.

Therefore, we need a trade-off between the trajectory
length of the mobile sink, the number of RNs and the load
balance of RNs. In other words, the data collection with
the mobile sink is a multi-objective and complex problem.
For general multi-objective optimization algorithms, it may
require a very high computational time. However, heuristic
algorithms such as multi-objective particle swarm optimiza-
tion (MOPSO) can solve similar problems and supply the
entire Pareto set of optimal solutions [20], [21]. In this paper,
we propose an energy-efficient trajectory planning algorithm
(EETP) based on MOPSO to solve this multi-objective prob-
lem, as is shown in Figure 1. Non-RN nodes transmit data
to RNs for temporary storage. The data is transmitted to the
mobile sink when the mobile sink is in the communication
range of RNs.

In fact, if the mobile sink is in communication overlapping
ranges of sensor nodes, it can communicate directly with
more sensor nodes. However, we should know the specific
location of the visiting point in the communication over-
lapping range, because the trajectory length of the mobile
sink needs to be calculated according to specific locations.
In this paper, a mechanism is designed to select poten-
tial visiting points in communication overlapping ranges of
sensor nodes rather than locations of sensor nodes. Then,
MOPSO is applied to obtain the set of visiting points and
plan the trajectory of the mobile sink, which can shorten
the trajectory and reduce the delay in data delivery. In most
studies, the trajectory planning of the mobile sink is generally
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divided into two stages: RN selection and trajectory planning
[17]-[19], [22]. In the RNs selection, the weight function
is often used. After selecting the set of RNs, how to plan
the trajectory for these selected RNs is actually a traveling
salesman problem (TSP). Thus, algorithms for TSP are often
used in the trajectory planning [13], [17], [18], [23]. If there
is a maximum allowable trajectory length, the length of the
trajectory will be calculated after selecting a RN to prevent
exceeding the maximum allowable length. The trajectory
planning proposed in this paper is essentially different from
algorithms for TSP, because the set of RNs is uncertain before
trajectory planning (RNs selection and trajectory planning are
carried out simultaneously in our work). To achieve trajectory
planning, an effective trajectory encoding method is designed
to generate a closed-loop trajectory containing an unfixed
number of visiting points. The main contributions of this
paper are as follows:

« In this paper, we use the mobile sink to visit commu-
nication overlapping ranges of sensor nodes rather than
locations of sensor nodes, so that the mobile sink can
communicate directly with more sensor nodes (i.e., more
nodes are selected as RNs).

« MOPSO is applied to obtain the set of visiting points and
plan the trajectory of the mobile sink, which can shorten
the trajectory and reduce the delay in data delivery.

o A trajectory encoding method is designed for the mobile
sink, which can generate a closed-loop trajectory con-
taining an unfixed number of visiting points.

« Extensive simulations have shown that the proposed
EETP outperforms the existing WRP, CB and the
MOPSO-based algorithm, in terms of delay in data
delivery, network lifetime and energy consumption.

The rest of this paper is arranged as follows. Section II
reviews related works. Section III presents the network envi-
ronment and problem formulation. In section IV, the selection
of potential visiting points and trajectory planning of the
mobile sink are illustrated in detail. The performance evalua-
tion is described in section V. Section VI gives the conclusion.

Il. RELATED WORKS

There are two main goals in the research on mobile sinks:
reducing the delay in data delivery and prolonging the net-
work lifetime. Next, we review related works.

In [12], the mobile agent with a sink acts as the mobile sink.
Before data overflow of sensor nodes, the mobile sink com-
pletes data collection by visiting each sensor node. However,
due to the long trajectory, the delay in data delivery is large.
The authors in [13] converted visiting points from locations of
sensor nodes to the boundary of their communication ranges.
At some visiting points, the mobile sink can communicate
with multiple sensor nodes within one-hop distance. Without
multi-hop transmission, the trajectory of the mobile sink is
still too long and the delay in data delivery is high. There-
fore, the mobile sink is only allowed to visit some of sensor
nodes (i.e., multi-hop transmission is adopted). The authors
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TABLE 1. Summary of related works.

Algorithms Using TSP algorithms

Visiting the position
of sensor nodes

Minimizing the trajectory
length of the mobile sink

Considering the load
balance of RNs

TCBDGA [14]

v

SHA [13]

v

CB [17]

NENENEN

Previous WRP [18]

EAPC [19]

PFOA [22]

<

MOPSO-based [23]

SN S

Proposed EETP

in [14] proposed a tree-cluster-based data gathering algorithm
TCBDGA. Initially, the algorithm establishes a tree according
to the weight of sensor nodes, which considers the distance
to the root node, the number of its two-hop neighbors and
the residual energy of its one-hop neighbors. Then, the root
node is selected as RN and other nodes are selected as RNs
according to the traffic load of sensor nodes and hops to root
nodes. After selecting RNs, TSP algorithm is used to plan the
trajectory of the mobile sink. TCBDGA focuses on reducing
the overall load, but without considering load balance of RNs
and the maximum allowable trajectory length of the mobile
sink. The authors in [17] proposed a cluster-based algorithm
CB, which is similar to the k-means algorithm. Under the
trajectory length constraint of the mobile sink, the maximum
number of clusters is determined. Then, the central node is
selected as RN in each cluster, according to the minimum
total hop distance to other nodes. After selecting RNs, TSP
algorithm is used to plan the trajectory of the mobile sink.
However, selected RNs are too few and CB does not consider
the load balance of RNs. To obtain most RNs, the authors
in [19] proposed an algorithm EAPC, which considers the
distance between two consecutive RNs. Initially, RNs are
selected according to the number of the saved data packet
and the distance between two consecutive RNs. Then, the
convex polygon is adopted to plan the trajectory of the mobile
sink. EAPC can get many RNs, but without considering the
load imbalance of RNs, it will shorten the network lifetime.
The authors in [23] proposed a MOPSO-based algorithm.
There are two objective functions in this algorithm. One is
to minimize the maximum average transmission distance of
RNs so that non-RN nodes can be relatively concentrated
around RNs. The other objective function is to minimize the
maximum total hop counts of RNs, which can shorten the
path of multi-hop data transmission. To achieve these two
goals, MOPSO is applied to select a fixed number of RNs.
Then, the algorithm for TSP is used to plan the trajectory of
the mobile sink. However, the trajectory length is not limited.
If the trajectory of the mobile sink is too long, the delay in data
delivery will increase. In [22], the author proposed an energy-
aware data collection algorithm PFOA. First, sensor nodes
are divided into several clusters. Then, the node with high
energy acts as the cluster head in each cluster. Finally, PFOA
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combines ant colony algorithm and evolutionary algorithm
to plan the trajectory of the mobile sink. PFOA effectively
reduces hop counts, but the load imbalance of RNs still
remains unsolved.

Table 1 summarizes related works. Most studies apply TSP
algorithms to plan the trajectory of the mobile sink and their
time complexities are generally high. In addition, most of
them ignore the load balance of RNs. Therefore, this paper
proposes an effective trajectory planning algorithm to shorten
the trajectory length of the mobile sink and balance the
load of RNs. Due to communication ranges of sensor nodes,
the mobile sink in this work visits communication overlap-
ping ranges of sensor nodes rather than their own locations,
which can shorten the trajectory length of the mobile sink.

Ill. NETWORK ENVIRONMENT AND

PROBLEM FORMULATION

In a monitoring area, we assume that n static sensor nodes
S={s1, 52,3, ,s,} are randomly deployed. Once these
sensor nodes are placed, they can no longer be moved.
We assume that the communication range R of the mobile sink
is the same as that of all sensor nodes. Non-RN nodes transmit
data to RNs for temporary storage. When the mobile sink is in
communication ranges of RN, the stored data can be directly
transmitted to the mobile sink. The mobile sink starts from its
initial position with a speed v to collect data and eventually
returns to its initial position. The data transmission speed is
much faster than that of the mobile sink, so the delay in data
delivery depends on the trajectory length of the mobile sink.
The shorter the trajectory, the lower the delay in data delivery.
To shorten the trajectory, we set the first objective function as
is shown in Equation (1). To balance the load among RN,
we set the second objective function as is shown in Equa-
tion (2) (i.e., minimize the standard deviation of child nodes
among RNs), which helps to prolong the network lifetime.
To obtain a sufficient number of RNs to reduce the energy
consumption caused by multi-hop transmission, we set the
third objective function (convert the maximization into a
minimization by adding a minus), as is shown in Equation (3).

Minimize: L = Z (Djjxij), (H
Vi jeP, i
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TABLE 2. Summary of notations.

Notation | Description

Number of sensor nodes

Set of sensor nodes: {51, 52, 53 - -, 5}

Speed of the mobile sink

Number of potential visiting points

Standard deviation of child nodes among RNs
Negative value of the number of RNs

Set of non-RN nodes

Set of RNs

Set of potential visiting points: {p1, p2, p3 - -, PN}
Xij If the mobile sink directly passes by p; and pj, x;;
is 1, otherwise O

D;; Distance between p; and p;

yj If the p; is visited, y; is 1, otherwise 0

u; Rate of data generation for sensor node s;

hij If the sensor node s; transmit its data to the mobile
sink through s;, h;j is 1, otherwise 0

L Trajectory length of the mobile sink

Linax Allowed trajectory length of the mobile sink

dij Distance between s; and s;

o Number of child nodes of s;(i € B)

TIEQEZT s

c Average number of child nodes among RNs
bj Cache space of the sensor node s;

1
7 > i — o2 @)

VieB

G=-) v 3)
i=1

Subject to: b; > Z(hijujL/v), Vj € B, )
VieA
> D) < Linax, )
Vi, jeP, i
> G+ ) = 2, ©)
Vi,jeP
> (xoi +xi0) = 2, )
Vi jeP
where constraint (4) ensures that cache spaces of RNs do
not overflow. Constraint (5) ensures that the trajectory length
of the mobile sink will not exceed the allowed length L.
Constraint (6) ensures that the obtained trajectory is con-
tinuous and complete, not fractured. Constraint (7) ensures
that the mobile sink returns to its initial position. In addition,
descriptions of notations used in this paper are summarized
in Table 2.

In this work, the energy model in [24] is adopted to update
energy consumption of sensor nodes. If one data packet (¢
bits) is sent from node s; to s;, energy consumption of node
s; and s; can be calculated by Equation (8) and Equation (9),
respectively.

Eoioe + artd?,  dii < d,,

E;(L,dl:,') — elec 'fs U4 ij r (8)
tEelec + Olmpldl-j, dij 2 dy,

E, = (Eec, 9

where dj; is the distance between node s; and ;. Egje is energy
consumption per bit for the electronics circuit. ay and oy
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FIGURE 2. Flowchart of the proposed EETP.

are the energy consumption factors of amplification for the
free space and multipath radio models, respectively. d, is the
threshold distance and it is equal to /cf/0yp.

IV. THE PROPOSED ALGORITHM

This section describes the proposed work in detail. The pro-
posed EETP can be divided into two phases: selection of
potential visiting points and trajectory planning. In the selec-
tion of potential visiting points, potential locations of visiting
points are selected within communication overlapping ranges
of sensor nodes. In the trajectory planning phase, MOPSO
is used to select the optimal visiting points and plan the
trajectory of the mobile sink. The flowchart of EETP is shown
in Figure 2.

A. SELECTION OF POTENTIAL VISITING POINTS
The purpose of this phase is to find potential visiting points
within communication overlapping ranges of sensor nodes.
The higher coverage level of the area means that the
mobile sink can directly communicate with more nodes in this
area (coverage level refers to the number of times covered
by communication ranges of sensor nodes). As is shown
in Figure 3(a), the area with the highest coverage level is
z1. If the mobile sink visits a point in the area zj, such as
point p; in Figure 3(b), it can communicate directly with
s1, 52 and s3. However, we need to know the exact location
of the visiting point so that we can calculate the trajectory
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FIGURE 3. An example of communication overlapping ranges of sensor
nodes.

length of the mobile sink. To solve this problem, we adopt
the following method to find a representative visiting point
within communication overlapping ranges of sensor nodes.

Algorithm 1 shows the entire process. P denotes the set of
potential visiting points and P={p1, p2, p3, - -- , pn}, Where
N is the total number of potential visiting points. Initially,
all intersection points between communication ranges of sen-
sor nodes are calculated (introduced in the next paragraph).
Then, intersection points with the highest coverage level
can be found in each communication range of sensor nodes
and their center is calculated as a potential visiting point
by Equation (10). Finally, same potential visiting points are
deleted. By doing so, the set of potential visiting points can
be obtained.

1y 1¢
1%;2%%Zw, (10)

j=1 j=1
where (x1, y1), (x2, ¥2), - - - , (xk, Yr) are locations of intersec-

tion points with highest coverage level in a communication
range of sensor nodes.

To quickly get intersection points of communication
ranges, we adopt the following measure. Figure 4 is used as
an example to illustrate how to calculate intersection points
of communication ranges. We assume that the coordinate
positions of s, and sp, are s,(x,, ¥4) and sp(xp, yp) respectively.
dgp denotes the distance between s, and sp,. If dgp, is less than
2R, there are two intersection points between communication
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Algorithm 1 Potential Visiting Points Selection

Input: Communication range R and locations of sensor
nodes
Output: Potential visiting points set P
1: fori=1,2,3,...ndo
2 forj=i+1,i+2,i+3,...ndo
3: if 0<d;j<2R then //*two intersection points*//
4: Find intersection points by Equation (19) and
Equation (20)
5: Save intersection points: s;: K < {K, k1, k2}
6: end if
7 if d;;=2R then //*one intersection point*//
8 Find the intersection point:

5 (g, )

10: Save the intersection point: s;: K < {K, k1}
11: end if

12: end for

13: end for

14: fori=1,2,3,...ndo

15: Calculate the center of intersection points with high-

est coverage level in each communication range by Equa-
tion (10)

16: The obtained center is selected as a potential visiting
point: P < {P, p;}

17: end for

18: The same p; is deleted

19: return Set of potential visiting points P

—————
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N
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J \
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i [ }
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4
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ky 27 \\‘\
AT LNy
1 \(f do \‘
Fldy ™ \
: ab s 1
I
§ Sb !
\ 7
B
7|
~~N-__—",
(b)

o Intersection point @ Sensor node

RantY . .
{__»Communication range

FIGURE 4. An example of calculating intersection points of
communication ranges.

ranges of s, and sp. As is shown in Figure 4(a), k| and k; are
intersection points between communication ranges of nodes
sq and sp. Lgp is a straight line passing through nodes s,
and sp. L1 and L, are straight lines that are parallel to the
straight line L,, and pass through ki and ky respectively.
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L3 is a straight line passing through ki and k,. Positions of
k1 and k> can be calculated according to straight lines L1, L»
and L3. The specific process is as follows. Initially, according
to 54(x4, y4) and sp(xp, yp), the line Ly, passing through them
can be obtained, as is shown in Equation (11). In Figure 4(b),
according to the Pythagorean theorem and the distance for-
mula of the parallel line as is shown in Equation (12), we can
get constant terms of general equations of lines L and Lo,
as is shown in Equation (13). Thus, general equations of lines
Ly and L, are shown in Equation (14) and Equation (15),
respectively. Then, Equation (18) (i.e., the straight line L3) is
obtained by subtraction of Equation (16) and Equation (17).
Through L1 and L3, the location of k; can be obtained, as is
shown in Equation (19). Through L, and L3, the location
of k» can be also obtained, as is shown in Equation (20).
Therefore, according to R, s,(x4, ¥4) and sp(xp, yp), the posi-
tions of k; and k> can be calculated by Equation (19) and
Equation (20). If d, is equal to 2R, there is only one inter-

section point between communication ranges and its location
is (xa+xb }a"FYb)

Lip: Aix+Biy+Cyp =0, (11

where A= — ya) » Bi=(q — xp) , Cap=YaXp — XaYp-
|Cx Cab|

dab (12)
JA? +B? V

where dy represents the distance between the straight line L;
and the straight line Lgy,.

2
ci=co+ |- (%)) i)

Cy . (13)
2

C2=Cab—\/[R2 ( )](A2+B2)

Li: Ax+Biy+C =0, (14)

Ly: Ax+Biy+C =0, (15)

& —x)> + (= ya)* =R, (16)

@ —xp)>+ (y—yp)* =R, (17)

Ly: Asx+B3y+C3=0, (18)

where A3=2 (xp — X4) , B3=2 (vp — Ya) , C3=)2 — y? +x2 —

X2,

B1C3 — B3C; A3C; —AC

Lils » K (BG=BC 4G 1G9
A1B3 —A3By A1B3 — A3B
B1C3 — B3Cy A3Cy —A1C

Lols o koBlO=BC AG-AIG) o
A1B3 —A3B;  A|B3 — A3B;

Next, an example of selecting potential visiting points is
given. The distribution of node s1, 52, 53 and s4 is shown
in Figure 5(a). Firstly, all intersection points (k;~kj2) are
calculated by Equation (19) and Equation (20). In the com-
munication range of node si, intersection points with the
highest coverage level are k>, k3, k4 and ks, as is shown in
Figure 5(b). Then, their center acts as a potential
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FIGURE 5. An example of selecting the potential visiting point.

visiting point, which is calculated by Equation (10). In com-
munication ranges of 52, s3 and s4, selected potential visiting
points are identical to that selected in the communication
range of 51, so only one potential visiting point is reserved.

B. TRAJECTORY PLANNING

This section first reviews the multi-objective optimization.
Then, the trajectory planning of the mobile sink based on
MOPSO is presented. The trajectory encoding method used
in trajectory planning is discussed in detail at the end of this
section.

1) MULTI-OBJECTIVE OPTIMIZATION

A typical multi-objective problem contains k (=>2) objective
functions and they are usually conflicting [25]. To obtain the
optimal solution, they usually need to meet multiple inequal-
ity or equality constraints, as is shown in Equation (21).

Minimize: F (x) = {L (x), Ws (x) - -, fx (x)}
Subject to: hi () =0, l =12 21
g](x)<0 ]=172""’p

Compared with the single objective optimization, it is
difficult to evaluate the advantage of acceptable solutions
in multi-objective optimization [26]-[28]. Thus, there is
no unique optimal solution, but a set of optimal solutions.
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Traditional multi-objective methods transform multi-
objective into a single objective, which is inefficient.
For example, the weighted summation method needs to adjust
parameters to obtain approximate Pareto optimal solutions
[20]. However, some heuristic algorithms such as PSO can
solve this problem. This group-based search can achieve
diversity and globality of solutions, providing efficient
algorithms for solving multi-objective problems [29]-[31].

2) TRAJECTORY PLANNING BASED ON MOPSO

This section aims to design a trajectory of the mobile sink
and the process is shown in Algorithm 2. Initially, we apply
Floyd algorithm to establish a minimum hop distance table
for sensor nodes so that the non-RN node can quickly find the
nearest RNs (according to the hop distance). In other words,
once the RNs are selected, the child nodes of the RNs can be
determined by querying this table. Then, a certain number of
particles are randomly generated and each particle is encoded
to a trajectory (discussed in subsequent trajectory encoding),
which contains an unfixed number of visiting points. Accord-
ing to visiting points included in the trajectory, the set of RNs
can be also determined. Therefore, the trajectory length of the
mobile sink, the number of RNs and child nodes of each RNs
can be further obtained (i.e., the fitness value of the trajectory
can be obtained). Additionally, the archive A, is adopted to
preserve the obtained non-inferior solution and supply the
global leader of particles [32]. The next steps are basically to
repeat the above process, but the search direction of particles
depends on local leaders and global leaders. The local leader
of the particle is the optimal position that the particle has
searched for in the current iteration. The global leader of the
particle is chosen according to the crowding level of particles
in [33]. In this paper, we use the location update of the particle
in [34], as is shown in Equation (22) and Equation (23):

Uit = aovk + @1§1 (6) — 6;) + @262 (0, — 61)] . (22)
Orr1 = 0 + U1, (23)

where v,y is the velocity of the particle in the next iteration
and v, is the current velocity of the particle. 6,11 is the
location of the particle in the next iteration and 6; is the
current location of the particle. ¢1 and ¢ are local learning
factors and global learning factors, respectively. &1 and &, are
random numbers between 0 and 1. a is a regulatory factor. 6,
and 6, are the local leader and the global leader, respectively.
o is the inertia weight used to improve the quality of the
particles and its value varies from large to small with the
number of iterations.

3) TRAJECTORY ENCODING

In the iteration process of trajectory, vectors in particles of
MOPSO need to be encoded into trajectories. The authors
in [35] proposed a trajectory encoding algorithm for PSO,
which is used to get the shortest trajectory between the
source node and the destination node. However, the model
in this work is different from that in [35]. On the one hand,
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Algorithm 2 Trajectory Planning Based on MOPSO

Input: Set of sensor nodes S, set of potential visiting points
P, maximum allowed trajectory length L,
Output: Pareto optimal set, trajectories of the mobile sink
and set of RNs
Establish a minimum hop distance table H; by Floyd
Initialize the particle X;(X; € X)
fori=1,2,3,---, N, do //* population size N, *//
Decode the particle to a trajectory by Algorithm 3:
X; — Path;
Get the set of RNs
Get the child nodes of RNs by querying table Hy
Calculate fitness values of the trajectory:
Path; — L', W!, G
end for
: Get archive of non-inferior solutions: Ar
: for k=1,2,3, -, iter;q do
Select personal leaders and global leaders
Update position of particles by Equation (22) and
Equation (23)
15: for i=1,2,3,--- ,N, do

R A A A S i e

— — = = =
R T

16: Decode the particle to a trajectory:

17: X; — Path;

18: Get the set of RNs

19: Get the child nodes of RNs by querying table Hy
20: Calculate fitness values of the trajectory:

21 Path; — L', Wi, G'

22: end for

23: Update the Ar

24: end for

25: Get the Pareto optimal set

26: Select a suitable solution from Pareto optimal set

27: return Pareto optimal set, trajectories of the mobile sink
and set of RNs

the trajectory we need is a closed loop (i.e., the first point of
the trajectory has the same location as the last point of the tra-
jectory). On the other hand, the maximum allowed trajectory
length for the mobile sink is L. It means that the mobile
sink can reach an area not more than L,,,,/2 away from its
initial position, as is shown in Figure 6. Otherwise, its total
trajectory length will exceed L,,,,. Therefore, the potential
visiting point that the mobile sink cannot visit will not be
included in the trajectory. In addition, there is a direct link
between any two potential visiting points.

According to these characteristics of the model in
this work, we improve the trajectory encoding algorithm.
Algorithm 3 shows how the algorithm works. It takes a
particle and the L,,,, as inputs. Then, it outputs a trajectory
sequence (numbers in the trajectory sequence are the serial
numbers of potential visiting points). To obtain a closed
loop, we add two virtual points (p; and py42) with the same
location as the initial position of the mobile sink. The total
number of potential visiting points is N, so the dimension of
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y B [nitial position of mobile sink

FIGURE 6. An example of the area mobile sink can visit.

Algorithm 3 Improved Trajectory Encoding for Closed Loop
Input: A particle X={x1, x2, - -+ , xny+1, X842} and Ly
Output: A trajectory containing an unfixed number of vis-

iting points.
1: The initial position of the mobile sink is the first point of
the trajectory.

k=0, Xk=Xx

k=k + 1, M*,,=p1, X* (1)=—Wx

while MX,, £ pyioandk <N +2do

the point p; with highest priority is considered as next
point of the trajectory:

Myyq=pis X* ()=—Weq

if the visiting point p; is within the area the mobile
sink can visit then

2 e

k
: M={M7 Mada’}

9: end if

10: k=k +1

11: end while

12: if the obtained trajectory is closed loop then
13: return a valid trajectory

14: else

15: return an invalid trajectory

16: end if

the particle is N+2. The position vector of the particle acts as
the priority of potential visiting points. Initially, p; is selected
as the first point of the trajectory (i.e., the initial position of
the mobile sink) and the first position in the particle is given a
large negative value —Wx. Then, the point p; with the highest
priority is considered as the next point of the trajectory and the
corresponding position in the particle is given a large negative
value —Wxo. If the p; is within the area the mobile sink can
visit, it is selected as the next visiting point. The iteration
process continues until the selected visiting point is py 3.
If the number of the iteration exceeds N-+2, the iteration
process also stops. If the obtained trajectory is a closed loop,
it is valid. Otherwise, it is invalid and the corresponding
objective function evaluation returns a very large value as a
penalty.
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FIGURE 7. An example of trajectory encoding.

Next, an example of trajectory encoding is given in
Figure 7. We assume that potential visiting points are
P2, D3, P4, p5 and only point p3, p5 are within the area that the
mobile sink can visit. p; and pe are virtual visiting points and
their location is the same as the initial position of the mobile
sink. Therefore, p1, p3, p5 and pg are within the area that the
mobile sink can visit and the dimension of the particle N +2
is 6. Initially, p; is selected as the first point of the trajectory
(i.e., trajectory sequence: {1}) and the first position in the par-
ticle is given a large negative value —Wy,. Then, the point p;
with the highest priority is p3 and the corresponding position
in the particle is given a large negative value —Wy. p3 is
within the area that the mobile sink can visit, so it is selected
as the next point of the trajectory (i.e., trajectory sequence:
{1, 3}). The iteration continues. The point p; with the highest
priority is ps and the corresponding position in the particle is
given a large negative value —Wxo. p5 is within the area that
the mobile sink can visit, so it is selected as the next point of
the trajectory (i.e., trajectory sequence: {1, 3, 5}). The point p;
with the highest priority is p> and the corresponding position
in the particle is given a large negative value —Wqo. p2 is
out of the area that the mobile sink can visit, so it cannot
be selected. The next point with the highest priority is pg
and it is within the area the mobile sink can visit. In this
iteration, the selected pg is the py 42 (i.e., the initial position
of the mobile sink), so we have got a closed-loop trajectory
by Algorithm 3 (i.e., trajectory sequence: {1, 3, 5, 6}).

C. COMPLEXITY ANALYSIS

In the selection phase of potential visiting points, the time
cost of finding all intersections is 0(n2) and the time cost of
selecting visiting points is O(n'). Thus, the time complexity
of this phase is On?) + O(n')y = O(n?). In the trajectory
planning phase, the time complexity of the establishment
of the minimum hop distance table is O(»?). In MOPSO,
the time cost of updating A, is the largest and study [36]
has proved that the time complexity of updating A, is
OB(A,| + 0))=0((A,| + 0)*), where |A,| is the capacity
of A, and o is the number of particles. Therefore, the time
complexity of EETP is O(n?) + O(n®) + O((|A,| + 0)%) =
o).
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TABLE 3. Parameters of the sensor network.

Parameter Value
Size of deployment area 300mx300m
Number of sensor nodes (n) 100 to 200
Communication range of sensor nodes (R) 30 to 50m
Length of packet (¢) 240bits
Allowed length of the trajectory (Lax) 650m
Speed of the mobile sink (v) 1.5 m/s
Initial energy of sensor nodes (Eg) 5.0J
Buffer size of sensor nodes 10KB
Energy required by amplifier in free space | 10pJ /bit /m?
radio (asy)
Energy required by amplifier in multipath | 0.0013pJ /bit /m*
radio (@mp)
Energy consumption per bit for the electron- | 50nJ /bit
ics circuit (Egjec )
TABLE 4. Parameters in MOPSO.
Parameter Value
Population size 100
Range of position vectors in particles [-50, 50]
Maximum number of iterations 300
Local learning factors (1) 2
Global learning factors (¢>) 2
Regulatory factor (a) 0.729
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FIGURE 9. Selecting potential visiting points (n = 150, R = 35m).
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FIGURE 10. Pareto optimal solutions (n = 150, R = 35m).

TABLE 5. Optimal solution of each object function (n = 150, R = 35m).

FIGURE 8. Network scenario (n = 150, R = 35m).

V. PERFORMANCE EVALUATION

In this section, the performance of the proposed EETP is eval-
uated by the simulation, compared with the existing algorithm
EAPC, CB and the MOPSO-based algorithm. The simulation
is conducted on MATLAB and simulation parameters are
shown in Table 3 and Table 4. The network scenario is shown
in Figure 8 and any line between two nodes indicates that
they can communicate directly with each other. According
to Algorithm 1, potential visiting points can be found, as is
shown in Figure 9. When the mobile sink visits the potential
visiting point, the mobile sink can communicate directly
with sensor nodes in the communication range of the mobile
sink. Under constraints (4) to (7), the set of Pareto optimal
solutions is obtained by MOPSO, as is shown in Figure 10.
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Solution L(m) Wy G N L(round)
Lmin 86.226 | 79.965 | -3 1336
win 529.71 0 -1 1281
G™min 648.305 | 5.123 | -25 9242

L is the trajectory length of the mobile sink. W is the standard deviation
of child nodes among RNs. G is the negative value of the number of RNs.
NL means the network lifetime.

Pareto set can provide decision makers with the best trade-off
or near-optimal solutions between key objectives. Decision
makers need to choose a suitable trade-off solution according
to priorities or purposes. If the delay in data delivery needs
to be further reduced, decision makers can choose a solu-
tion with a shorter trajectory length. However, the shorter
trajectory length is not conducive to prolonging the network
lifetime.

Table 5 analyzes the optimal solution of each objective
function. It can be seen that the optimal solution G™" can
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TABLE 6. Optimal solutions with different trajectory length (n = 150,
R =35m).

Ranges (m) L(m) Wy G NL(round)

100~0 86.226 | 79.965 | -3 1336
200~100 178.907 | 48.079 | -4 1855
300~200 240.523 | 29.997 | -8 2394
400~300 350.828 | 23.369 | -9 2524
500~400 436.877 | 10.405 | -15 6500
600~500 511.456 | 7.615 | -20 7263
700~600 633.421 5.823 | -24 9242

L is the trajectory length of the mobile sink. Wy is the standard deviation
of child nodes among RNSs. G is the negative value of the number of RNs.
NL means the network lifetime.

10000
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7000
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Network lifetime (in round)

N

RS 5 %Qg’ o
Different ranges of trajectory length (m)

FIGURE 11. Network lifetime in solutions with different ranges of

trajectory length.

prolong the network lifetime more effectively. However,
the corresponding trajectory length is the longest. Table 6
further analyzes the impact of different trajectory length on
network lifetime (a trade-off solution is selected in different
ranges of the trajectory length). It is clear that the shorter
the trajectory of the mobile sink, the fewer number of RN,
leading to the reduction of network lifetime. This is because
fewer RNs reduce the number of multi-hop transmissions.
When the trajectory length is more than 400m, the network
lifetime increases rapidly, as is shown in Figure 11. For a
sufficiently long network lifetime, a trade-off solution with
a trajectory length greater than 400m is chosen to compare
the performance of EETP with other algorithms. By doing
so, we can not only get a long enough lifetime, but also the
trajectory length is not too long. When a trade-off solution is
selected, the optimal set of visiting points, RNs and trajectory
of the mobile sink can be determined. Non-RN nodes that are
one-hop distance away from the near visiting point directly
transmit their data to the mobile sink. According to the min-
imum number of hop counts, other non-RN nodes transmit
data to RNs for temporary storage. The data is transmitted to
the mobile sink when the mobile sink visits the near visiting
point, as is shown in Figure 12.
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FIGURE 12. Trajectory planning of the mobile sink.

A. NETWORK LIFETIME

Figure 13 compares the network lifetime of the four
algorithms under different n. The network lifetime is defined
as the time from the start of data collection to the energy
exhaustion of the first node. With the increase of n, the net-
work lifetime will be shortened gradually. This is because the
average load of RNs and unbalanced energy consumption of
RN also increase as n increases. It is clear that the proposed
EETP is superior to EAPC, CB and the MOPSO-based algo-
rithm in terms of network lifetime. Because the mobile sink in
EETP is only allowed to collect data within the communica-
tion overlapping ranges of sensor nodes, it can communicate
with more nodes within one-hop distance, which means that
the energy consumption of multi-hop transmissions can be
significantly reduced. Therefore, EETP is superior to EAPC,
CB and the MOPSO-based algorithm, in terms of the network
lifetime. In the MOPSO-based algorithm, a limited number
of RNs sufficiently reduce the multi-hop transmission by
minimizing the maximum total hop counts of RNs. Therefore,
the network lifetime in the MOPSO-based algorithm is longer
than that in EAPC. EAPC focuses on the distance between
two consecutive RNs, so there are more RNs in EAPC than
that in CB and the network lifetime in EAPC is longer than
that in CB.

In Figure 14, we further analyze the network lifetime of
the four algorithms under different communication ranges R.
According to the obtained results, the superiority of EETP
is further proved. In EETP, the increase of R means that
more nodes can act as RNs and more available transmission
paths from non-RN nodes to RNs can be obtained. In EAPC,
CB and the MOPSO-based algorithm, this also means that
more available transmission paths from non-RN to RN can
be also obtained, but it has little effect on the number of RNs.
Thus, the network lifetime in EETP is longer than that in other
three algorithms under different R.
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FIGURE 13. Network lifetime with different n (R = 35m).
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FIGURE 14. Network lifetime with different R (n = 190).

B. DELAY IN DATA DELIVERY

The data transmission speed is much faster than that of the
mobile sink, so the delay in data delivery is mainly affected
by the trajectory length of the mobile sink. As can be seen
from Figure 15, among the four algorithms, the trajectory in
the proposed EETP is the shortest with different n. That is to
say, the delay in data delivery in EETP is the lowest. Figure 16
also proves that the trajectory in EETP is the shortest. This is
because the first objective function of EETP is to minimize
the trajectory length of the mobile sink. However, both EAPC
and CB make full use of the maximum allowed trajectory
length to obtain more RNs. The former obtains more RNs
by considering the distance between two consecutive nodes.
The latter obtains more RNs by maximizing the number of
clusters (one RNs per cluster). In the MOPSO-based algo-
rithm, the trajectory length of mobile sink is not restricted,
so the trajectory length is the longest. Therefore, in terms of
the delay in data delivery, the proposed EETP is superior to
EAPC, CB and the MOPSO-based algorithm.

C. RENDEZVOUS NODE (RN)

The number of RNs and the load of RNs affect energy
consumption of the network. More RNs are beneficial to
better reduce energy consumption caused by multi-hop
transmission. The load balance of RNs can promote the
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FIGURE 17. Number of RNs with different n (R = 35m).

balance of network energy consumption and further prolong
the network lifetime. As can be seen from Figure 17 and
Figure 18, the number of RNs in CB is less than that in
EAPC, EETP and the MOPSO-based algorithm. The number
of RNs in EETP is more than that in EAPC. In CB, the number
of RN is determined by the number of clusters, because one
RNs (cluster head) is selected in each cluster. In EAPC,
the nearest node to RN is more likely to be selected as RNs

VOLUME 7, 2019



X. He et al.: EETP Algorithm Based on Multi-Objective PSO for the Mobile Sink in WSNs

IEEE Access

40 T
EETP
35 —%— MOPSO-based
—— EAPC
cB

Number of RNs
=y N N
(%] o (4]

=)

30 35 40 45 50
Communication range R (m)

FIGURE 18. Number of RNs with different R (n = 190).

TABLE 7. Number of RNs in different network sizes (R = 35m,
n =100 ~ 200).

Number of Number of RNs
n Visiting points
(EETP) EETP | EAPC | CB MOPSO-based
100 5 24 13 6 10
120 7 22 15 6 12
140 5 30 19 3 14
160 5 27 13 3 16
180 5 25 15 3 18
200 3 22 12 3 20

because the distance between two RNs is considered in the
weight function. Therefore, the average distance between two
RNs in EAPC is smaller than that in CB and the number of
RNs in EAPC is more than that in CB under the constraint
of limited trajectory length. In the MOPSO-based algorithm,
the number of RNs has been specified as a definite constant in
the algorithm design (i.e., 10% of n). As the number of sensor
nodes increases, the number of RNs increases without the
considering maximum allowable trajectory length. However,
if the maximum allowable trajectory length is taken into
account, the number of RNs will also be limited. In EETP,
the mobile sink can directly communicate with more RNs at
selected visiting points and a few visiting points can contain
enough number of RN, as is shown in Table 7. In addition,
as can be seen from Figure 19, the standard deviation of RNs
load in EETP is smaller than that in the other two algorithms.
This is because the second objective function in EETP is to
minimize the standard deviation of child nodes among RNs.
Although there are many RNs in EAPC, it does not consider
the load balance of RNs. CB focuses on the total hop counts,
but also ignores the load balance of RNs. Figure 20 also shows
that the load of RNs in EETP is the most balanced, compared
with the other two algorithms.

D. HOP COUNTS

Table 8 analyses total hop counts of the four algorithms under
different n. The total number of hop counts can reflect the
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TABLE 8. Hop counts with different n (R = 35m, n = 100 ~ 200).

Total hop counts

" EETP | MOPSO-based | EAPC | CB
100 72 130 396 167
120 100 194 428 199
140 114 198 548 296
160 265 295 919 455
180 292 339 1155 | 514
200 292 300 1484 | 456

reduction effect of multi-hop transmission. Obviously, total
hop counts in EETP are the smallest and total hop counts
in EAPC is the largest in the four algorithms. In EETP,
the second objective function is to minimize the standard
deviation of child nodes among RNs, which makes the RNs
distribution more uniform than that in EAPC and CB. In CB,
its objective function is to minimize the total hop counts, but
the number of RNs is fewer. In the MOPSO-based algorithm,
the second objective function is to minimize the maximum
total hop counts of RN, so the reduction of multi-hop trans-
mission is satisfactory. However, the RNs load in EETP is
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more balanced and its total hop counts is less than that in the
MOPSO-based algorithm.

E. ENERGY CONSUMPTION

Figure 21 compares network energy consumption per round
of the four algorithms under different n. It is clear that
energy consumption in EETP is the lowest between the four
algorithms. This is because there are more load-balanced RNs
reducing energy consumption caused by multi-hop transmis-
sion. In addition, the objection function in CB is to minimum
hop counts, so energy consumption in CB is less than that in
EAPC. The MOPSO-based algorithm also effectively reduces
the energy consumption of sensor nodes, but the load of RNs
is less balanced than that in EETP, resulting in its energy
consumption more than that in EETP.

VI. CONCLUSION AND FUTURE WORK
This paper presents an energy-efficient trajectory planning
algorithm (EETP) based on MOPSO. EETP consists of two
phases: selection of potential visiting points and trajectory
planning. In the selection of potential visiting points, rep-
resentative visiting points can be selected within communi-
cation overlapping ranges of sensor nodes. In the trajectory
planning, set of the optimal visiting points is found and the
trajectory of the mobile sink is planned by MOPSO. Through
EETP, we can obtain an optimal trade-off between the trajec-
tory length of the mobile sink, the load balance of RNs and the
number of RNs, which can reduce the delay in data delivery
and prolong the network lifetime. Performance evaluation
shows that the proposed EETP outperforms EAPC, CB and
the MOPSO-based algorithm in terms of network lifetime,
delay in data delivery and energy consumption.

In future work, we will focus on the following two aspects:
1) in low-buffered networks, how to hold the data is a mean-
ingful problem. We will apply multiple sinks to low-buffered
networks to increase the frequency of RNs being visited by
mobile sinks. However, this will arise some problems, such
as the cooperative mechanism of multiple sinks, the selection
of RNs. These problems will be carefully explored in future
work; 2) to increase the adaptability of the algorithm, we will
study the proposed algorithm in different topologies, such as
grid topology.
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