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ABSTRACT In an age of information overload, we are faced with seemingly endless options from which
a small number of choices must be made. For applications such as search engines and online stores,
Recommender Systems have long become the key tool for assisting users in their choices. Interestingly,
the use of Recommender Systems for recommending scientific items remains a rarity. One difficulty is
that the development of such systems depends on the availability of adequate datasets of users’ feedback.
While there are several datasets available with the ratings of the users for books, music, or films, there is a
lack of similar datasets for scientific fields, such as Astronomy and Life and Health Sciences. To address
this issue, we propose a methodology that explores scientific literature for generating utility matrices of
implicit feedback. The proposed methodology consists in identifying a list of items, finding research articles
related to them, extracting the authors from each article, and finally creating a dataset where users are
unique authors from the collected articles, and the rating values are the number of articles a unique author
wrote about an item. Considering that literature is available for every scientific field, the methodology is
in principle applicable to Recommender Systems in any scientific field. The methodology, which we call
LIBRETTI (LIterature Based RecommEndaTion of scienTific Items), was assessed in two distinct study
cases, Astronomy and Chemistry. Several evaluation metrics for the datasets generated with LIBRETTI were
compared to those derived from other available datasets using the same set of recommender algorithms. The
results were found to be similar, which provides a solid indication that LIBRETTI is a promising approach
for generating datasets of implicit feedback for recommending scientific items.

INDEX TERMS Recommender systems, collaborative filtering, scientific literature, dataset, astronomy,
chemical compounds.

I. INTRODUCTION
In the last years, scientific literature has increased in size and
complexity [1]. Scientific literature has several applications
and purposes, but the main goal is to disseminate the work
and the discoveries of researchers. Recommender Systems
(RSs) have been a useful help to that end, by improving the
discoverability of research articles.

The goal of out article is to provide a methodology for gen-
erating datasets of implicit feedback, suitable for evaluating
recommender algorithms in scientific areas, by going beyond

The associate editor coordinating the review of this manuscript and
approving it for publication was Pasquale De Meo.

the recommendation of topics and articles, and support the
recommendation of scientific items. For the purposes of this
work, we define scientific item as an entity belonging to
the universe, that may be modeled, characterized by multiple
features using a computational representation, and an object
of research. Some examples of scientific items are genes, phe-
notypes, chemical entities, plants, diseases, stars, and groups
of stars, such as Open Clusters and Galaxies.

RSs are software tools that provide suggestions for items
that are presumably of interest to a particular user [2], which
have been used in the recommendation of a wide range of
products, for example, movies, books, research articles, or
e-commerce [3]–[5]. Some well-known platforms integrating
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RSs are GroupLens1, including MovieLens2, Amazon3, Net-
flix4, and Google News5. Due to the wide applicability of
RSs, there has been a progressive interest in the research of
new recommendation methods and algorithms. In the begin-
ning the approaches were mostly based in similarity metrics,
but now they evolved to machine learning and deep learning
techniques [4]–[13].

Recommender algorithms try to predict the interest of the
users in each item/product, mostly based on information from
their past behaviour. Explicit or implicit feedback from the
users may provide this information. Explicit feedback means
that the users wittingly indicate if they liked or not some item,
for example, by rating an item in a five stars scale. On the
contrary, implicit feedback is extracted from the activities
of the users, for example, information about what items a
user clicked on or purchased. Explicit or implicit information
about the preferences of the users is the foundation for RSs,
allowing the creation of user/item ratings matrices. Depend-
ing on the approach, RSs may be divided into Collaborative-
Filtering (CF), when using the similarity between the ratings
of the users to provide the recommendations, and Content-
Based (CB), when using the similarity between the charac-
teristics of the items, and hybrid, a combination of both CF
andCB [14]. CF algorithmsmay be divided into twomethods,
memory-based and model-based [10]. Memory-based meth-
ods compare users patterns of ratings by calculating the sim-
ilarity between the rows (users) or the columns (items) of the
ratings matrix. Model-based methods use machine learning
and datamining to predict the ratings, filling the user/item rat-
ings matrix blank spaces. One of the most used Model-based
method is matrix factorization, a method which leverages all
row and column correlations in one shot to estimate the entire
data matrix [15]. Whereas with Memory-based methods we
may explain the recommendations with ‘‘similar users also
liked this item’’, with Model-based methods it is not always
simple to identify the reason why we are recommending an
item.

Despite the dissemination of RSs in many fields, for
example, movies, music, and e-commerce, they are not
being widely used in Science. The main reason is that it
is not easy to gather information about the preferences of
the users/researchers about an item/topic. Offline evaluation
methods [16] for recommender algorithms require a dataset
with information about the past interests of the users to com-
pare the ratings that the recommender algorithms predicted
with the real ratings. Most of the platforms holding log files
about the users have privacy restrictions, keeping these files
private and protected.

In Health Sciences there are a few recommender sys-
tems that recommended scientific items. Those that exist
are mainly focused either on the recommendation of clinical

1http://grouplens.org
2http://grouplens.org/datasets/movielens/
3http://www.amazon.com
4http://www.netflix.com
5http://news.google.com

information and research articles to health professionals or on
the recommendation of health related content to patients
[17], [18]. In addition, drugs, genes, diseases and their rela-
tions are also scientific items targeted by recent recommender
systems studies [19]–[21]. Other studies focus on the rec-
ommendation of plants [22], and nutrition [23]. A common
complaint in all studies is the lack of datasets for evaluating
recommender systems.

Offline evaluation is suitable for measuring the accuracy
of the predicted ratings, for example through Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE), and the
accuracy of ranked lists of recommended items, for instance,
through Precision (PRE), Recall (REC), F-measure (F1)
and normalized Discounted Cumulative Gain (nDCG) [24].
MAE measures the difference between the value of the real
rating of an item, and the value of the rating predicted by
a recommender algorithm, for all n items under analysis.
The lower this value, the better the algorithm. For evaluating
the predicted rankings the most used metrics are Precision,
Recall, and F-measure. The values range between zero and
one, and the algorithm is better if it achieves values closest to
one. For a given number k of recommended items, Precision
is defined as the percentage of recommended items that are
relevant for the user. The Recall is the percentage of the total
relevant items for a user that has been recommended. For
example, if a list of size 10 recommends 5 relevant items
for a user whose total number of relevant items on that test
set is 5, the Recall will be 100%, because the algorithm is
recommending all the possible items the user was interested
in. The F-measure is the harmonic mean of Precision and
Recall, allowing the global evaluation of the recommender
algorithm. The nDCG measure evaluates the quality of the
raking. Higher rated items should appear first in the ranking.
Offline evaluation requires the division of the dataset into a
training set, used for training the system, and test set used
for evaluating the system. This information will enable us to
compare the rating predicted by the recommender method,
with the real rating in the test set.

In most of the scientific and medical fields, evaluation
datasets are unavailable, compromising the evaluation and
application of RSs. [25] acknowledged the problem above
and proposed a solution. They created a dataset (SD4AI)
suitable for testing and evaluating RSs for scientific top-
ics by scanning scientific literature for information. This
dataset is about the topic of Artificial Intelligence. It consists
of 14,143 articles (the articles represent the users in a tra-
ditional RS), 18,502 topics related to Artificial Intelligence
(which represent the items of a RS) and 1,389,094 ratings.
The ratings are the relevance of the topic in the article. This
dataset is used to recommend scientific topics and articles
using a CF approach.

The goal of our work is to recommend specific items
enclosed in the articles. To this end, we develop a methodol-
ogy, we shall call LIBRETTI - LIterature Based RecommEn-
daTion of scienTific Items -, based on collecting information
from research articles, which are a common artifact in all
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scientific fields. Our approach generates a <user,item,rating>
dataset, where authors of research articles represent the users,
and the scientific items they wrote about represent the items
to recommend. The number of articles an author wrote about
an item are the implicit ratings. These ratings represent the
strength of the interest of an author for an item. The structure
of the dataset is the same as in [25], however, the meaning
of user, item and rating is significantly different. [25] recom-
mend topics and articles based on topics and based on articles,
whereas with LIBRETTI we are able to recommend scientific
items (not topics) to real people (not articles) based on the
interests of their peers.

Two interesting fields for testing our approach are Astron-
omy and Chemistry, because there are well defined lists
of scientific items, and it is easy to find research articles
related with each item using web services. In the case study
of Astronomy, the list of items are open star clusters (in
short, Open Clusters or OCs) [26]. The web services used
are Simbad6 [27] and SAO/NASAAstrophysics Data System
(ADS)7 [28]. Simbad is a database of astronomical objects,
and ADS is a bibliographic system dedicated to Astronomy.
For the case study in Chemistry, the items are Chemical
Compounds (Chem) collected from the Chemical Entities of
Biological Interest (ChEBI) [29]. This database also includes
information about the articles related to each entity, providing
the PubMed IDs of these articles. PubMed is a biomedical
bibliographic system, and through its web service8 it is possi-
ble to collect the meta-data of each article (e.g.: title, authors,
year).

Our methodology is suitable for any scientific field pro-
vided there is a list of scientific items and there are research
articles related to each item.

The main contributions of our work are:
1) A new methodology (LIBRETTI) to create datasets

of implicit feedback through scientific literature, help-
ing researchers to find scientific items of interest. The
methodology is designed to be general, in principle
applicable to any scientific field;

2) A novel dataset in the field of Astronomy for recom-
mending Open Clusters of stars;

3) A novel dataset in the field of Chemistry for recom-
mending Chemical Compounds.

In this article, we describe the creation of datasets for
recommender algorithms using LIBRETTI and present a
well-founded study of how such datasets behave with CF
algorithms. By applying known and tested recommender
algorithms to our datasets, we compare our results with the
results obtained for other public datasets: SD4AI and Movie-
lens 100k (ML-100k).

We performed the evaluation of the datasets using the
methods implemented in the Collaborative Filtering for Java
(CF4J) library [30], which was designed for CF research

6http://simbad.u-strasbg.fr/simbad/
7https://ui.adsabs.harvard.edu/#
8 https://www.ncbi.nlm.nih.gov/home/develop/api/

experiments. Although its main function consists in testing
new recommender algorithms, we used the algorithms offered
in CF4J to evaluate how they perform with the datasets gen-
erated by our work.

The Python implementation of the LIBRETTI methodol-
ogy for both case studies are available at https://github.com/
lasigeBioTM/cARM and at https://github.com/lasigeBioTM/
CheRM, as well as the full datasets used in this study.

The rest of this article is organized as follows: Section II
describes the work related to recommender systems for
research articles, Biomedicine, and Astronomy, showing the
lack of RSs for these fields, Section III describes the proposed
methodology, Section IV presents the results of this study,
Section V provides a discussion of the results, and Section VI
draws conclusions and suggests future work.

II. BACKGROUND
RSs have been widely used to recommend items such as
movies [31]–[34], music [31], [35], or books [31], [36],
i.e., items that in one way or another will benefit the owner
of the platform where the RS is implemented. RSs have also
been used to recommend scientific articles. [5] surveyedmore
than 200 articles about RSs for research literature, throughout
16 years. According to the authors, most of RSs for scientific
literature were applied to books, education, academic alert
services, expert search, venue recommendations, educational
events, patents, and even plagiarism detection. This survey
concluded that CB had been the most used approach to pro-
vide the recommendations in the field of RS for research
articles, with most of the RSs using implicit ratings due to
the lack of explicit ratings. However, the survey does not
present any work whose goal was to recommend scientific
items besides documents, neither the use of authors as users
of a RS.

In scientific fields, the use of RSs is spreading. Table 1
shows in greater detail important research studies from the
biomedical field using RSs. It provides information about the
field, what is being considered as users and items, the rec-
ommendation approach, if the dataset is considered public
and its availability (if it is possible to download and use
the dataset). A closer analysis shows us that the interest in
RSs have been growing in these fields, CF is the most used
approach, and the most tested field is health in general. Only
few of the datasets used in the research studies presented
in Table 1 are public and available. In Biomedicine, the rec-
ommendation of Chemical Compounds does not seem to be a
common practice. We have only two examples ([37], [38]).
In [37], the authors use CF techniques for recommending
Free-Wilson-like fragment to Chemical Compounds. The
dataset is not public nor available. [38] aimed at discovering
new inorganic compounds from all chemical combinations,
using CB methods. The dataset is publically, even though it
is not a dataset with <user,item,rating> format.

In another scientific field, Astronomy, there are recent
studies with the goal of recommending research articles.
For example, ADS implemented on its improved platform a
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TABLE 1. Background studies about the use of recommender systems in bio-medicine, collected from Pubmed.

service that recommends articles related to the one the user is
currently reading, however they do not provide information
about the recommender algorithms used [58]. [59] is another
example of a system recommending astronomical articles.
The author developed a tool that finds similar articles based
only on text content from an input article (CB algorithm).
The dataset used to develop the tool was collected from
ArXiv.9 The author argues that this tool works robustly, find-
ing relevant articles that are not discovered by other platforms
via citations, references or suggestions from ADS. However,
they do not provide any quantitative evaluation measure for
the system, providing only isolated examples, and without
information about the ratings of the users. [60] implemented
a different approach, by recommending opinions of other
users, instead of an item/object. The authors developed a RS
for astronomical observatories, that when a user introduces a
query related to an instrument, the system recommends logs
written by other researchers, providing positive and negative
feedback. Reporting the negative feedback allows that new
researches do not make the same mistakes as others. To test
the system they used an open source logbook data from
the Laser Interferometric Gravitational Observatory (LIGO).

9https://arxiv.org/

The performance of the system was tested using six months
of logbooks, by comparing the retrieved logbooks with actual
relevant entries, with the system retrieving most of the entries
correctly. Despite the promising results, the authors do not
present the results using standard metrics, such as Precision
and Recall, and neither provide a baseline for comparison, for
example, how a random recommender would perform in the
test set.

More recently, [25] approached the lack of evaluation
datasets for recommender algorithms in Science using a solu-
tion based on scientific literature. Their approach consists in
extracting the main research topics from a dataset of articles,
creating a dataset of <article, topic, cardinality>, where the
cardinality is the weight of the topic in the article. This dataset
is equivalent to a dataset of <user, item, rating>. The goal
is to recommend topics related to the articles, and articles
related to each topic. One of the contributions of that work
was an evaluation dataset in the field of Artificial Intelligence
(SD4AI).

Our proposal goes a step further in the RSs field, mitigat-
ing the lack of datasets. Unlike previous works, LIBRETTI
recommends not the research articles themselves, but the
objects and items mentioned in the articles, such as clusters
of stars, Chemical Compounds, diseases. The set of items
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FIGURE 1. General view of the methodology LIBRETTI for creating an
evaluation dataset for scientific fields using the scientific literature to
extract the implicit ratings.

depends on the scientific field, but as long as they are men-
tioned or linked to scientific articles our methodology can
deal with them. Besides the methodology presented, we also
generated datasets for recommending Open Clusters of Stars,
and Chemical Compounds.

III. METHODOLOGY
The general view of our methodology, LIBRETTI, for creat-
ing datasets for recommending scientific items is represented
in Figure 1. The pipeline is as follows:

I. Identification of a list of scientific items;
II. Identification of a corpus of research articles related

to each item. This may be achieved by using Named
Entity Recognition (NER) to identify the items in the
articles, or by using external sources of knowledge, such
as Pubmed or ADS, where there is already structured
information linking the item to the article;

III. Extraction of the authors from each article;
IV. Generation of the <user,item,rating> dataset. The users

are unique authors from the articles, and the rating
values are the number of articles a unique author wrote
about an item;

V. Evaluation of recommender algorithms using the
dataset.

This methodology can be employed in any scientific field
with well-defined items, and a corpus where they are men-
tioned. The next section describes the consolidation of the
methodology in Astronomy and Chemistry.

A. STUDY CASES
For testing LIBRETTI we used information from two fields:
Astronomy and Chemistry. The consolidation of the method-
ology for each field is described in the next sections.

1) ASTRONOMY
For the case study using astronomical data, we selected a
list of objects from a Catalogue of Open Clusters [26], with
2166 OCs and 13 features. OCs are assortments of stars

FIGURE 2. Specification of the general methodology described in Figure 1
for a case study in Astronomy, using as scientific items open clusters of
stars (OCs).

formed from the same molecular cloud and with approxi-
mately the same age. Some attributes of these OCs are the
position (galactic latitude and longitude), Diameter, Distance,
Age, and Name.

To achieve a <user,item,rating> dataset, where users are
authors of scientific research articles and the items are OCs,
we followed the steps described bellow (see Figure 2):

1) For each cluster attribute ‘‘Name’’, we searched the
unique Simbad ID (unique identifier used by Simbad for
each object);

2) Through Simbad ID, using ADS API,10 we searched
all the articles for each cluster, between the years
of 1998 and May 2018;

3) For each paper, we extracted the authors, title, year, DOI
and bibcode (unique identifier of an article);

4) For each author, we extracted the Name, Short Name,
and Affiliation;

5) Next, we identified the unique authors;
6) Finally, we counted how many articles each unique

author wrote about each Open Cluster of our list;
7) In this step we used the recommender algorithms pro-

vided by the CF4J library with the dataset created in
the previous step to access the accuracy of the predicted
ratings and accuracy of the given recommendations.

Step 1 required text processing to correct the names
of 649 clusters from the catalogue because they were not
suitable for searching on Simbad, i.e., searching the clusters
by name was not retrieving any Simbad ID. In this regard,
it was necessary to identify the non-matching names (usually

10https://github.com/adsabs/adsabs-dev-api
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due to using an alternative designations) and to correct the
spelling. That was done by gathering all names that retrieved
null in the first search in step 1, and by finding patterns in
the first part of the name. For example, we found 107 names
beginning with ASCC + a number. We corrected all these
107 names to [KPR2005]+ a number. This happens because
the ambiguity of the names: some clusters may have more
than one name and not all synonyms are in Simbad. For
step 2, before storing the information of the article (authors,
title, year, DOI and bibcode), the methodology searches the
database for similar bibcodes. If the bibcode already exists,
the article is not introduced in the database, storing only
the information that this article is also related to the OC
under analysis. Step 5 identified the unique authors by finding
all authors with the same ShortName and by considering
this ShortName as a unique author/user. Step 6 created the
<user,item,rating> dataset by counting how many articles a
unique author wrote about each OC. The result of this step
was a dataset for recommender algorithms for Astronomical
OCs (Astronomical Ratings Matrix - ARM).

2) CHEMISTRY
For the case study in Chemistry, the items are Chemical
Compounds extracted from ChEBI. Figure 3 shows the steps
followed for creating a dataset for recommending Chemical
Compounds:
1) From the ChEBI database, we selected all the com-

pounds with 3 stars. For each ChEBI ID, we extracted
the PubMed IDs for the articles that are identified in
ChEBI as related to that compound;

2) For each PubMed ID, we extracted the information for
each article throught PubMed API11;

3) For each article, we extracted the authors, title, year and
DOI;

4) For each author, we extracted the Name. The steps 5, 6,
and 7 are the same as in the Astronomical case study,
which allows us to create CheRM - ChEBI Ratings
Matrix, a dataset for the recommendation of Chemical
Compounds.

The correspondence between the general methodology
(Figure 1) and its application to the study cases of Astronomy
(Figure 2) and Chemistry (Figure 3) is I - 1; II - 2; III - 3, 4,
5; IV - 6; V - 7.

Besides the full ARM dataset and CheRM, we created a
subset of ARM and a subset of CheRM by removing all the
users with less than 20 rated items (ARM-20 andCheRM-20),
to mimic Movielens datasets, where users are only included
if they have 20 or more rated items [61]. For these study
cases, there was no need to apply NER or any elaborated text-
mining techniques since we already have external sources of
knowledge with structured information that link the items and
the articles. However, in the future, we intend to use these
techniques to extract the items and information about them
directly from the text of scientific articles.

11https://www.ncbi.nlm.nih.gov/home/develop/api/

FIGURE 3. Specification of the general methodology described in Figure 1
for a case study in Chemistry, using as scientific items chemical
compounds.

B. EVALUATION SETUP
For testing if the ARM and CheRM datasets built with
LIBRETTI (see Figure 2 and Figure 3) are suitable for rec-
ommending scientific items (Open Clusters and Chemical
Compounds, respectively), we followed the setup described
below. We applied the same setup to other datasets, namely
SD4AI [25] and the dataset fromMovielens with 100k ratings
(ML-100k) [61]. By following the next steps (Figure 4), this
study is entirely replicable.
1) Selection of the evaluation framework. Several libraries

exist for evaluating recommender algorithms such as
LensKit [62], CF4J [30], and Mahout [63]. In this work
we adopt CF4J for the evaluation of our dataset for its
simplicity of use and for providing well tested recom-
mender algorithms. CF4J also allows to directly com-
pare our results with the results obtained in [25].

2) Selection of the recommendation methods. CF4J pro-
vides a wide range of CF recommender methods, from
both memory-based and model-based methods. For
this work we selected a k-nearest neighbors algorithm
(a memory-based method), with the following similar-
ity metrics: Pearson correlation (COR), Cosine similar-
ity (COS), Proximity-Impact-Popularity (PIP), Jaccard
Mean Squared-Difference (JMSD) [64], Jaccard Index
(JAC), Mean Squared Differences (MSD). For model-
based method, we selected a matrix factorization algo-
rithm, the Probabilistic Matrix Factorization (PMF).
With these methods we achieve a wide representation
of CF algorithms.
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FIGURE 4. Evaluation setup.

TABLE 2. Parameters used in the PMF algorithm for the ML-100k,
ARM-20, CheRM-20 and SD4AI datasets.

3) Segmentation of the dataset for training and testing.
In this step we selected a 5 cross-validation approach
(20% for the test set and 80% for the training set).

4) Selection of the cross-validation parameters:
a) Number of neighbors forMemory-basedmethods: 10,

50, 100, 150, 200, 250, 300, 350, 400, 450, 500;
b) Number of recommendations for the topk: 1, ..., 10.
c) For the PMF recommender algorithm the parameters

used are described in Table 2. These are the optimal
conditions achieved by testing different values.

5) Selection of the evaluation metrics. The algorithms were
evaluated for MAE, PRE, REC, F1, and nDCG. With
these metrics we evaluate the accuracy of the predicted
ratings, the relevance of the recommended items, and the
quality of the recommended rankings.

6) Selection of thresholds (minimal rating value for consid-
ering a recommended item as relevant for the user, used
in the calculation of the Precision, recall and f-measure)
for the different datasets being tested. ARM, ARM-20,
CheRM-20: threshold 2.0; SD4AI: threshold 3.75;
Ml-100k: threshold 5.0.

IV. RESULTS
In this section we describe the results obtained from the appli-
cation of LIBRETTI to the Astronomy and Chemistry use
cases, and the performance of the algorithms in the different
datasets.

A. DATASET DESCRIPTION
Following LIBRETTI (Figure 1) applied to the astronom-
ical case study described in Section III-A (Figure 2),
we created a database with 2,166 items, 12,378 articles, and

83,208 authors, resulting in 17,006 unique authors, when
grouped by equal ShortName. From the 2,166 items, 64 were
excluded because no Simbad ID was found. The dataset
created from our database has a size of 17,006 rows ×
2,102 columns, with 179,269 ratings, which means that our
user/item ratings matrix has a level of sparsity of 99.5%. The
sparsity level matches the sparsity levels of rating matrices
presented by other studies [25], [65], [66]. For the Chemistry
case study, we have 22,307 Chemical Compounds (with dis-
tinct ChEBI ID), 66,655 articles and 345,494 authors. The
final dataset of <Author,Chem,Rating> has 22,299 Chemical
Compounds, 193,106 unique authors and 456,681 ratings.

Table 3 shows the dimensions and statistics about the
datasets of ARM, ARM-20, CheRM, CheRM-20 and also for
SD4AI and ML-100k.

Figure 5 shows the relevant statistical information of ARM
(Figure 5a) and CheRM (Figure 5b) datasets. The maximum
rating value for ARM is 89 (a single author wrote 89 arti-
cles featuring a cluster), corresponding to user 14308 and
item ‘‘Melotte 22’’ also known as the Pleiades (simbad
ID:675533). For CheRM que maximum rating is 62, cor-
responding to user 164989 and to the item ChEBI:101096
(ethoxzolamide).

The distribution of the rating values by number of ratings
is represented on the left graphics of Figures 5a and 5b. The
minimal rating for both datasets is 1, and it corresponds to
72% of the ratings for ARM and 93% for CheRM, meaning
that the majority of the authors wrote only one article about
the items in study.

The total number of items rated by user is represented
on the center graphics of Figures 5a and 5b. For example,
for ARM, 5207 authors have only one item rated (cold start
problem), and for CheRM this value is 136,391 authors.
In our context, this means that 30% of the authors in ARM
only wrote about one of the cluster of stars of our list and
70%on the authors in CheRMonlywrote about one Chemical
Compound of our list. The right graphics of Figures 5a and
5b show the number of ratings by item. There are no items
with only one rating for ARM, with the minimal number of
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TABLE 3. Dimensions of the datasets evaluated in this study for nUsers (number of users), nItems (number of items), nRat (number of ratings), minRat
(minimal rating), maxRat (maximum rating), nThreshold (number of ratings greater or equal to the defined threshold), sparsity, mean, SD (Standard
deviation), mode, and median.

FIGURE 5. Visual analysis of the datasets ARM and CheRM.

ratings being 2, for a total of 6 items. There are 176 items
with 11 ratings each, and this is the most frequent number
of ratings. The most rated item is ‘‘Melotte 22’’, with ratings
from 5287 users. For CheRM, there are 140 Chemical Com-
pounds with only one rating, and the itemwith more ratings is
CHEBI:465284 (ganciclovir) with ratings from 529 authors.

B. DATASET VALIDATION
To elucidate about what is being recommended with ARM,
Figure 6 provides an example of what the PIP algorithm
recommends to user 1206 in a top 10 ranked list. Thus, for

this user using PIP, the ranked list of recommended items is
[175, 187, 1104, 1139, 1850, 152, 1573, 2002, 2012 and 866],
which corresponds to the OCs named [Melotte 20, IC 348, IC
2602, NGC 3532, Roslund 5, NGC 1039, NGC 6494, NGC
7092, Trumpler 37, and NGC 2571], respectively. The OCs
underlined are the ones correctly recommended, i.e., relevant
for this user (according to the previously defined threshold
of 2.0). For this user, the Precision is 0.60, and the Recall
is 0.86 since this user has 7 relevant items in the test set.
For CheRM, instead of OCs, we are recommending Chemical
Compounds from ChEBI.
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TABLE 4. Recommender algorithms top results for each evaluation metric, for ARM, SD4AI, ARM-20, CheRM-20 and ML-100k datasets.

FIGURE 6. Example of the top 10 recommendations of open clusters to
the user 1206, calculated by the PIP recommender algorithm. The OCs
underlined are the ones from the top 10 that are relevant to the user
1206.

Table 4 shows the top results obtained for ARM,
ARM-20 and CheRM-20, as well as for SD4AI and
ML-100k, for the measures (M) MEA, PRE, REC, F1, and
nDCG. The table presents the maximum value for each mea-
sure (Value), and the algorithmwhere it was obtained (Algo).
The algorithms in question are COR, COS, PIP, JMSD, JAC,
and MSD. The results of PMF are presented separately for a
better comparison of Memory-based and Model-based algo-
rithms. It was not possible to get the results for the full
CheRM dataset since CF4J cannot process datasets of such
large dimensions, thus we used CheRM-20 for a fairer com-
parison with ML-100k and ARM-20. ARM achieved better
results for Recall, F-measure and nDCG than SD4AI. For
ARM-20 the results of the Precision are better than for ARM.
Due to its dimensions (Table 3), ARM-20 is more comparable
to ML-100k, and its results for Precision, Recall, F-measure,
and nDCG are higher. PIP is the recommender algorithm that
achieved the best results for most of the evaluation measures
in all datasets. The Precision for ARM is the value that
presents a higher difference for the highest Precision achieved
with SD4AI. MAE is similar in all datasets, however this
measure is not directly comparable due to the different range
of ratings values of the evaluation datasets.

Figures 7, 8 and 9 show in more detail the results of
Precision, Recall, and nDCG, respectively, obtained in the
different datasets with the different algorithms. Analysing the
plots, we see that the datasets present similar behavior for
the same algorithms.

PMF results are presented in Table 5. ARM-20 benefits
from this algorithm only for Recall and nDCG. For ML-100k

TABLE 5. Results for the PMF recommender algorithm for the datasets
ARM-20, CheRM-20, SD4AI, and ML-100k.

and SD4AI, PMF is the recommender algorithm with the best
results. Thus, based on these results, we can say that using
CF4J, Memory-based algorithms work better than Model-
based algorithms for the ARM dataset.

The results for each dataset are not directly comparable
since they use similar but not equal settings (e.g.: mini-
mum andmaximum rating, thresholds), however they provide
sound indication of LIBRETTI effectiveness.

V. DISCUSSION
The lack of datasets for deploying or evaluating recommender
algorithms for scientific data exploration is a major drawback
delaying their use and development in this area. The proposed
methodology, LIBRETTI, is a solution for the lack of ratings,
taking advantage of the comprehensive list of scientific pub-
lications available for all research areas.

From the results presented in Section IV-A we can say that
ARM, ARM-20 and CheRM-20 are similar to other datasets
often used in the field of RSs, such as movies datasets, with
similar values of data sparsity. Compared with SD4AI, ARM
has less items, however, we achieved almost the same number
of users. This is a positive point because we will have more
users to search for similarity. A disadvantage of ARM is
its high percentage of users who rated only a few items.
For instance, when we remove the users who rated less than
20 items to create ARM-20, the number of users is reduced
to less than 8%. In the case of CheRM-20, the number of
users is reduced to 1.13% of the original dataset. This may
be mitigated by using NER to extract more items from each
article, items that may not be identified in the external sources
of knowledge that we used (SIMBAD, ADS and ChEBI).
Like this, we will have more items rated for the same number
of users. Despite that, the results with ARM-20 are strong,
as may be seen in Table 4 and 5. For Precision, Recall,
F-measure and nDCG, ARM-20 results are higher than the
results of ML-100k. ML-100k is a dataset widely used for
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FIGURE 7. Precision at k (k between 1 and 10), for pearson correlation, cosine similarity, jaccard index, jaccard mean squared difference, mean squared
difference, and proximity impact popularity, for ARM, ARM-20, CheRM, ML-100k and SD4AI datasets.

FIGURE 8. Recall at k (k between 1 and 10), for pearson correlation, cosine similarity, jaccard index, jaccard mean squared difference, mean squared
difference, and proximity impact popularity, for ARM, ARM-20, CheRM, ML-100k and SD4AI datasets.

evaluating recommender algorithms, thus these results sup-
port our hypothesis that ARM is a viable solution in assessing
recommender algorithms in scientific fields.

The results for CheRM-20, particularly for precision, are
lower than the results for the other datasets in this study. This

may be explained by the fact that CF4J is a framework more
suitable for datasets of explicit data, where we can define
a threshold for the rating, defining an item as relevant/not
relevant. The datasets developed through LIBRETTImethod-
ology are implicit and even the minimal rating, 1, is relevant.
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FIGURE 9. nDCG at k (k between 1 and 10), for pearson correlation, cosine similarity, jaccard index, jaccard mean squared difference, mean squared
difference, and proximity impact popularity, for ARM, ARM-20, CheRM, ML-100k and SD4AI datasets.

When we move the threshold to 2, we are losing, in the case
of CheRM, 93% of the actually relevant ratings (see Table 3).
Thus, for example, if the RS recommends 5 items, whose
real ratings are 1, the Precision will be zero, since all the
ratings are bellow the defined threshold. If we define the
threshold as 1, the Precision will always be one, since CF4J
only recommends items from the testset that we have a real
rating. For example, if a user in the testset rated 10 items,
and we want the top 5, CF4J ranks only these 10 items and
recommends 5 of them. As the threshold is 1, the Precision is
1 because all items are relevant.

An advantage of the datasets created with LIBRETTI is
that they may be used as direct input data for CF platforms,
mitigating the sparsity problem. The pure cold start problem
of new users, which do not have any rated item, is not over-
come by our datasets. However, with a few ratings we can
easily find similar users. The cold start for new items is also
a challenge in CF. Our dataset may help solving this problem
by introducing into the recommendation platforms implicit
ratings for these unrated items.

The datasets created with LIBRETTI can also be used for
testing and evaluating recommender algorithms. The dataset
is filled with real people (the authors of the articles), who
in one moment of their research had interest for that item
they mentioned. For example, if we were evaluating which
is the best algorithm for recommending OCs, analysing
Figures 7, 8 and 9, for Precision it would be JMSD, and for
Recall and nDCG it would be PIP. Another advantage is that
LIBRETTI is scalable, and not limited to a small number of

items. The most limiting point related to the scalability of
the method is the access restrictions that may be imposed by
the external sources. For example, the ADS API only allows
5000 requests per day. Another advantage of LIBRETTI is
that the database creation process runs offline. Thus, it does
not interfere with the retrieval of the recommendation to the
user, and it is easy to keep updated, with regular crawling for
new articles.

The application of LIBRETTI for creating ARM and
CheRM is fully available at https://github.com/lasigeBioTM/
cARM and https://github.com/lasigeBioTM/CheRM, as well
as the datasets used in this study.

VI. CONCLUSION
The main goal of this work was to provide a vali-
dated methodology for generating datasets of implicit feed-
back suitable for recommending scientific items using CF
approaches. The proposed methodology, LIBRETTI, con-
sists in identifying a list of items/objects, finding research
articles mentioning each item, extracting the authors from
each article, and finally creating a <user,item,rating> dataset
where users are unique authors from the collected articles,
and the rating values are the number of articles a unique
author wrote about an item. We used Astronomy and Chem-
istry as case studies and compared the obtained datasets
(ARM, ARM-20 and CheRM-20) with SD4AI andML-100k.
Considering the results obtained, we believe that LIBRETTI
paves the way to a widely applicable and an effective solution
for testing and evaluating the use of recommender algorithms
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in scientific areas and for the recommendation of not studied
items for the researchers.

In future work, we shall further explore the performance
of LIBRETTI with algorithms designed for implicit datasets,
as well as its use in CB and Hybrid algorithms using the
features of the items.
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