
Received October 31, 2019, accepted November 26, 2019, date of publication December 3, 2019,
date of current version December 31, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2957277

Efficient Allocation Strategy of Energy
Storage Systems in Power Grids
Considering Contingencies
ILYES NAIDJI 1,2, MONCEF BEN SMIDA 3, MOHAMED KHALGUI 1,
ABDELMALIK BACHIR 4, ZHIWU LI 5,6, (Fellow, IEEE), AND NAIQI WU 5, (Fellow, IEEE)
1School of Electrical and Information Engineering, Jinan University, Zhuhai Campus, Zhuhai 519070, China
2Faculty of Mathematical, Physical and Natural Sciences, University of Tunis-El Manar, Tunis 1068, Tunisia
3LSA Laboratory, Tunisia Polytechnic School, University of Carthage, Carthage 1054, Tunisia
4LESIA Laboratory, Biskra University, Biskra 07000, Algeria
5Institute of Systems Engineering, Macau University of Science and Technology, Taipa, Macau
6School of Electro-Mechanical Engineering, Xidian University, Xi’an 710071, China

Corresponding author: Mohamed Khalgui (khalgui.mohamed@gmail.com)

ABSTRACT This paper addresses the allocation of Energy Storage Systems (ESSs) in power grids by
finding the optimal number of ESSs and their locations and sizes with the goal of improving reliability
in contingency states. We propose a contingency-sensitivity-based heuristic to decide the optimal number
of ESSs and the most effective locations for ESSs support, while circumventing the combinatorial nature
of the siting problem. A contingency sensitivity index (CSI) is proposed which represents the impacts of
contingencies on the network buses. The CSI ranks the buses, such that those with higher impacts have the
privilege for installing ESSs. For the ESSs being fixed, the sizing is formulated as a multi-period AC optimal
power flow (OPF) problem and solved by Self-Organizing Hierarchical Particle Swarm Optimization with
TimeVaryingAcceleration Coefficients (HPSOTVAC). The optimal ESSs sizes are selected byminimizing a
total cost, which includes investment cost of storage devices, bus voltage deviation cost and average network
losses cost. Uncertainties of the renewable generation are accounted by considering different realizations
of the generation profiles, then, ESSs sizes are selected by taking the worst case approach. The proposed
methodology has been demonstrated on the modified IEEE 30-bus system and Tunisian Grid. The obtained
results show the effectiveness of the proposed methodology and the related reliability merits.

INDEX TERMS Contingency sensitivity matrix, energy storage systems, multi-period OPF, power grid,
siting and sizing.

NOMENCLATURE
PtGi Real power generation at bus i and time t .
QtGi Reactive power generation at bus i and time t .
PtDi Real power demand at bus i and time t .
QtDi Reactive power demand at bus i and time t .
PtSi Real power exchanged from ESS at bus i and

time t .
QtSi Reactive power exchanged from ESS at bus i and

time t .
PSi Minimum real power exchanged from ESS at bus i.
PSi Maximum real power exchanged from ESS at bus i.
Q
Si

Minimum reactive power exchanged from ESS at
bus i.

QSi Maximum reactive power exchanged from ESS at
bus i.

The associate editor coordinating the review of this manuscript and
approving it for publication was Flavia Grassi.

E ti Energy stored of ESS at bus i and time t .
E i Minimum allowed energy stored at ESS and bus i.
E i Maximum allowed energy stored at ESS and

bus i.
CL Cost of energy loss.
CV Cost of bus voltage deviation.
C I (ns) Investment cost for building ESS.
V t
i Voltage magnitude at bus i and time t .
V i Upper limit of voltage magnitude at bus i.
V i Lower limit of voltage magnitude at bus i.
V t
D Bus voltage deviation index at time t .
I tij Magnitude of the current flowing from buses

i to j at time t.
I ij Branch current limit from buses i to j.
PtL System power losses at time t .
ES Vector of ESS sizes.
ESopt Vector of ESS optimal sizes.
n Number of buses.
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ng Number of generating units.
nr Number of renewable generating units.
ns Number of ESSs.
nl Number of transmission lines.
nc Number of contingencies.
nd Number of power demands.
B Budget limit for investment.
T Planning horizon.

I. INTRODUCTION
The penetration of renewable energy sources (RES) is rapidly
increasing in recent years to achieve a sustainable power
system. However, when the RES penetration reaches a suffi-
ciently high level of the total power generation, the intermit-
tent nature of renewable generation can have negative impacts
on the reliability of the power system [1]–[3]. Due to the
stochastic nature of renewable distributed generation (DG)
and peaks of load demands, system contingencies may reg-
ularly show up; involving deviation of typical power flows
in the transmission network. Maintaining the system in an
acceptable state, is one of the main challenges faced by
transmission system operators [4], [5]. In order to overcome
these problems, several actions can be taken. Generally, fre-
quency control strategies are used tomaintain the system in an
acceptable state [6]–[8]. The vast majority of these strategies
is based on the management of power reserves for smooth-
ing possible power deviations [9]. These methods, however,
may lose their effectiveness when power demand exceeds
power reserve capacity. In this case, similar to production
scheduling [10]–[14], load shedding has to be employed as
a last resort [15]. Grid reinforcement is a feasible solution,
but it involves investments in infrastructures of a transmis-
sion network. Thus, effective and cheap solutions should be
looked for. Recently, energy storage systems (ESSs) can be
an appropriate alternative for the aforementioned methods.
Furthermore, ESSs can maintain power supply for a short
time which can avoid load shedding [16]. However, ESSs
should have a proper configuration to support the power
system which triggers the problem of ESS allocation in
power grids. Thus, an efficient integration lies in the sup-
port of ESSs in contingency states, such that, operations of
a power system can be restored in a proper way without
violating system constraints such as frequency and voltage
constraints.

The main objective behind the ESSs allocation is to find
an integrated solution in a power system by selecting the
optimal number of ESSs and determining their locations and
sizes. Optimal siting and sizing of ESSs have been addressed
in the literature from different perspectives of grid opera-
tors [17]. The commonest approach is the optimal power
flow (OPF) formulation [18], where optimization variables
are ESS locations and sizes. The optimized cost function may
include operation costs, storage investment costs and power
losses [19].

The optimal ESSs allocation problem can be divided
into three sub-problems: siting, sizing and the number of
ESSs. However, integer variables involved in the problem
formulation to describe the locations of storage devices
and non-convex power flow constraints make the problem
NP-hard. Different approaches have been investigated to find
an approximate solution so as to reduce the computational
burden. A direct current (DC) approximation is adopted when
dealing with transmission networks [20]–[22]. The authors
in [23] determine optimal ESS locations and parameters by
solving a unit commitment (UC) problem over one year,
which is still computationally inefficient. Convex relaxations
are often adopted to the full alternating current optimal power
flow (AC OPF), such as the second-order cone programming
OPF approach in [24] and semidefinite programming (SDP)
in [25], [26]. The work in [26] proposes a mixed inte-
ger programming formulation for the placement problem.
Till now, the problem has not been solved efficiently [17].
Furthermore, the existing studies in the literature con-
sider the ESS allocation as an optimization problem where
researchers optimize an objective function that includes sev-
eral terms like power loss, investment cost, maintenance
cost [19]... etc.

These studies are interesting, but they may obtain biased
solutions sometimes [27]–[29]. In addition, none of these
studies considers potential risks of system contingencies such
as peak loads or system faults that cause voltage or frequency
deviation. The siting of an ESS has a great impact on con-
tingency states where an ESS can optimize power balance,
smooth voltage deviation and regulate frequency variation.
In addition, the efficiency of the existing methods in literature
in terms of computation time and optimality is not well
investigated yet.

For this purpose, we propose a technically solid and com-
putationally efficient methodology to solve the ESS alloca-
tion problem. The contributions of this paper are:

• For the optimal ESS siting, we propose a contingency-
sensitivity-based heuristic to select the optimal locations
of ESSs. The heuristic is based on contingency analysis
to calculate a contingency sensitivity index (CSI). The
CSI evaluates the impacts of system contingencies on
network buses. The impacts of contingencies on network
buses are the deviation of bus voltage, the alteration in
power generation and change in typical power flows.
Buses with high impacts are expected to be the most
effective locations for ESS support.

• For the optimal number of ESSs, we use the proposed
contingency-sensitivity-based heuristic to determine the
optimal number. After calculating the contingency sen-
sitivity index (CSI) for each bus in network, if the CSI
exceeds a given sensitivity threshold, then, the num-
ber of ESSs is incremented. Furthermore, the proposed
heuristic circumvents the combinatorial nature of the sit-
ing problem, leading to the improvement of computation
time.
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• For the optimal ESS sizing, we determine the sizes of
ESSs by combining a multi-period AC-OPF and Self-
Organizing Hierarchical Particle Swarm Optimization
with Time Varying Acceleration Coefficients (HPSO
TVAC), which outperforms other PSO types in the stud-
ied optimization problem. The optimal ESS sizes are
obtained by minimizing the total cost, which includes
investment cost, voltage deviation cost and average net-
work loss cost.

The originality of this paper is the definition of a new
index (CSI) to decide the optimal locations and the required
number of ESSs in a network. This index exploits the net-
work topology and the results of contingency analysis to find
the vulnerable locations of the network that needs an ESS
support. In addition, the complexity of the siting problem
is controlled, which facilitates the resolution of the sizing
problem. The advantages of the proposed methodology are:

• The preservation of system constraints such as voltage
and line flow limits in an acceptable interval in contin-
gency states.

• The support of power supply in contingency states for a
short time until the power reserves turn on.

• The reduction of computational burden of the siting
problem. In addition, the methodology for this problem
is especially designed to facilitate the solution of the
following sizing problem by privileging locations with
highest sensitivity to system contingencies.

The proposedmethodology is really applied to a Tunisian grid
where satisfactory performance is achieved. The performance
is in terms of ESS support in contingency states and reliability
improvement (voltage deviation, frequency control) thanks
to the proposed siting approach that prefers the vulnerable
locations for ESS support and in terms of computation time,
thanks to the proposed heuristic that reduces the complexity
of the ESS allocation problem. Overall, the objective of the
proposed methodology is to find a cost-effective ESS alloca-
tion strategy, to improve stability and reliability of the power
grid and to minimize network losses and voltage deviation,
while reducing the computational burden.

This paper is organized as follows: Section III gives the
formulation of the problem. Section II highlights the related
works in literature. Section IV defines the proposed method-
ology to find the number, locations and sizes of ESSs.
Section V presents the results for the IEEE-30 bus system
and Tunisian grid and compares the obtained results with the
existing methods. Finally, Section VI concludes this paper.

II. RELATED WORKS
Recently, the potential of energy storage systems (ESSs)
has been investigated to overcome power system
problems [30], [31], such as voltage problems [32]–[34],
wind farm fluctuation [35], [36], load balancing and trans-
mission congestion [37], [38]. Furthermore, the effectiveness
of Large-scale ESSs in providing ancillary services and
increasing grid reliability is proved in [39]. In addition, ESSs

are used in different fields today such as electric vehicles
(EV) [40], wireless sensor networks [41]–[43] and real time
systems [44]. This paper addresses the allocation of ESSs for
improving reliability of a power system. The motivation of
our research to address the ESSs allocation in power systems
is that they can provide a local solution of the problem such
that its impact on the transmission network is limited. Also,
a curtailment of renewable generation is not required, thanks
to the flexible charging and discharing of ESSs. Various
methodologies have been proposed to solve the problem of
ESSs allocation by searching the optimal siting and sizing
of ESSs, such as optimization of economic profits of the
operators [24], [45], [46] and the optimization of the system
power balance in [27]–[29]. The work in [27] deals with
the optimal siting and sizing of battery banks based on a
multi-objective planning considering temporary interruptions
to improve the momentary average interruption frequency
index. Integration methods for ESSs are proposed to min-
imize system losses with the advantage of an adjustment
benefit [28], and reduce system losses using loss sensitivity
and particle swarm optimization [29].

Tab. 1 shows a comparison between the existing studies
and the proposed methodology. The proposed methodology
deals with many optimization issues relevant to the addressed
problem, thus, the integration is optimized in terms of invest-
ment and operation cost, the effects of integration are also
minimized such as the network losses and bus voltage devi-
ation. Power system reliability is optimized by considering
the effects of contingencies on stability of the power system.
The state-of-the-art methods cited in Tab. 1, do not regroup
all these optimization fields, hence, their solution can be
biased.

TABLE 1. Qualitative comparison between the proposed methodology
and related work.

Moreover, the proposed methodology is computation-
ally efficient. The main problem is divided into three
sub-problems where each sub-problem is tackled separately
in order to have an optimal solution. The complexity of the
siting problem is reduced by the proposed heuristic. The
solution for deciding the number of ESSs is derived from
this heuristic. Thus, the solution of the sizing problem is
facilitated.

III. PROBLEM FORMULATION
This section describes the power grid model with equations
and constraints characterizing the system, distributed gener-
ators and ESS units.
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A. SYSTEM OVERVIEW
A power grid is modeled as a connected graph G = (N ,L)
composed of a set of buses N = {1, 2, ..., n} connected by a
set of transmission lines L = {1, 2, . . . , nl}. We consider a set
of energy resources denoted by GER = (GC ,GR,GS ), where
GC = {1, 2, ..., ng} denotes the subset of conventional power
plants, GR = {1, 2, . . . , nr } denotes the subset of renewable
power plants and GS = {1, 2, ..., ns} denotes the subset of
energy storage systems. We also assume that there is a set of
demands denoted by D = {1, 2, . . . , nd }. The power balance
equations at bus i and time t are given by

PtGi + P
t
Si − P

t
Di = 0 (1)

QtGi + Q
t
Si − Q

t
Di = 0 (2)

Bus 1 is supposed to be the slack one characterized by fixed
voltage magnitude and phase, while complex voltages on
buses i = 2, . . . , n are characterized by a variable voltage
magnitude V t

i , which is maintained within allowable limits
to ensure the required quality of service of the transmission
system, i.e.,

V i ≤ V
t
i ≤ V i (3)

In transmission line l between buses i and j, the limitation on
the line current is also imposed as follows:

I tij ≤ I ij (4)

The dynamics of the energy storage level is modeled by the
following equation and constraints

E t+1i = E ti + P
t
Si (5)

Note thatPtSi is positive in the case of charging and negative in
the case of discharging. Energy stored at an ESS is bounded
as follows:

E i ≤ E
t
i ≤ E i (6)

Similarly to Eq. 6, active and reactive power exchanged with
an ESS are given by

PSi ≤ PtSi ≤ PSi (7)

Q
Si
≤ QtSi ≤ QSi (8)

We consider two types of generation in the system:
(i) renewable generation (e.g., a wind turbine) which is a
non-dispatchable unit, where its power output is dependent
on the availability of primary sources, i.e, wind, and (ii) con-
ventional power generation (e.g., thermal power plant) which
is a dispatchable unit, where its power output at a particular
time t is controllable.

B. OBJECTIVE FUNCTION
The effectiveness of a given ESS in providing stability and
reliability to the power grid varies significantly, depending
on the bus where it is located. In addition, the investment cost
of ESSs in the power grid (e.g., installation and maintenance
cost) depends on the total ESSs capacity installed. Thus,

the ESSs allocation problem should be tackled at the planning
stage by finding the optimal siting and sizing.

Consider that we have a set fo buses N = 1, ..., n. These
buses are candidate locations for the ESSs siting. The prob-
lem of ESSs siting consists of finding the ns buses from
the set of N buses to have en ESS support. An exhaustive
search of the solution consists of checking Cns

n combinations
which is computationally hard. Thus, an efficient solution
should be looked for to tackle both of the technical and
computational issues of the problem. Considering the vector
of ESS locations EL as a control variable, the objective function
of the siting problem aims to improve reliability of the power
grid under system contingencies, i.e.,

Select EL to optimize (Reliability)

subject to (1)− (8) (9)

Considering the vector of ESS sizes ES as a control variable,
the objective function of the sizing problem aims to minimize
the total cost which includes investment cost, bus voltage
deviation cost, and power loss cost given by

Select ES to minimize(Total Cost)

subject to (1)− (8) (10)

where total cost is the sum of the investment cost, bus voltage
deviation cost and average network losses cost.

In other words, the cardinality of ESSs and the com-
position of the ESS locations and sizes should be deter-
mined. Solving the optimal ESSs allocation problem involves
a multi-period OPF with integer and continuous optimiza-
tion variables, which makes the problem NP-hard to solve.
To circumvent the combinatorial nature of the ESS alloca-
tion problem and reduce its computational burden, a three
stage procedure is proposed. A contingency-sensitivity-based
heuristic is designed, which takes into account the effects
of contingencies on network buses. The heuristic selects the
most effected buses by contingencies as the most effective
buses for ESS support. In addition, the heuristic allows to
find a suitable number of ESS devices. Finally, the sizing
of the ESS devices is calculated by solving a multi-period
OPF and minimizing a total cost which includes investment
cost, bus voltage deviation cost and power loss. Each step
of the proposed methodology is illustrated separately in the
following section.

C. PRELIMINARIES
For the siting problem, contingency sensitivity analysis is
performed, which is based on three impacts. First, the impact
on voltage deviation IVDj, which is calculated using the
voltage at bus j under contingency and the base case (V cont

j
and V base

j ), respectively. Second, the impact on line current

flow ILF ijl , which is calculated using the line current flow of
line l located between buses i and j, under contingency and
base case (LFcontl and LFbasel ), respectively. Third, the impact
on power generation IPGjg on bus j, which is calculated using
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the power output of generator g located at bus j under contin-
gency and the base case (PGcontg and PGbaseg ), respectively.

IV. METHODOLOGY
This section gives a detailed description of the proposed
methodology, the siting part in first, followed by the sizing
part in second.

A. ESS SITING
Wepropose a contingency sensitivity index (CSI) for each bus
that combines the ratio between bus voltage deviation IVDj,
line current flow variation ILF ijl , and generator power output
variation IPGjg caused by the considered contingencies. CSI
is calculated through a contingency sensitivity matrix (CSM)
generated with contingency analysis. The input of this stage
is the contingency analysis data. The results of this analysis
identify vulnerable buses in the power grid representing the
most effective locations for ESS support, and the number of
ESSs that should be installed.

The impact factors caused by a contingency can be mea-
sured by IVDj, ILF ijl , and IPG

j
g evaluated by

IVDj =

{
1, if |V cont

j − V base
j | > tb,

0, otherwise
(11)

ILF ijl =

{
1, if |LFcontl − LFbasel | > tl,
0, otherwise

(12)

IPGjg =

{
1, if |PGcontg − PGbaseg | > tg,
0, otherwise

(13)

where
• IVDj is true if an impact for bus voltage deviation at bus
j is engendered by a contingency,

• ILF ijl is true if an impact for line current flow variation
(in line l between buses i and j) is engendered by a
contingency and

• IPGjg is true if an impact for generator power output
variation (in generator g at bus j) is engendered by a
contingency.

tb, tl and tg are thresholds for IVDj, ILF
ij
l and IPGjg, respec-

tively. For these impact factors, ‘‘1’’ and ‘‘0’’ define that it
has impact and it has no impact, respectively.

A contingency sensitivity matrix (CSM) is generated,
which represents the impacts of contingencies on the network
buses. The [nc × n] matrix is given by

CSM =

 a11 a12 a13 . . . a1n
a21 a22 a23 . . . a2n
...

...
...

...
...

anc1 anc2 anc3 . . . ancn

 (14)

where

aij =


1, if IVDj = 1
1, if ILF ijl or ILF

ji
l = 1

1, if IPGjg = 1
0, otherwise

(15)

nc is the number of contingencies and n is the number of
network buses. For example, if a contingency c causes an
impact on generator g located at bus j, and an impact on
line l located between buses m to n, then buses j, m and n
have a ‘‘1’’ in row c of the CSM matrix. Hence, the row is
given by

CSMc =
bus j m n[ ]
. . . 1 1 1 . . . (16)

By taking these impact factors into account, the value of CSI
of each bus is calculated by the summation of each column of
the CSM matrix. The CSI value for each bus j is given by

CSIj =
nc∑
i=1

CSMij (17)

After the CSI analysis, the buses are arranged in a decreasing
order. Their ranking is considered as the criterion for ESS
siting selection.

B. ESS NUMBER
The number of ESSs is chosen through the CSI index with
a sensitivity threshold, i.e., for a sensitivity threshold ts,
the number of ESS is equal to the cardinality of buses which
exceeds ts, i.e.,

ns = card( CSIj
j=1,...,n

≥ ts) (18)

C. ESS SIZING
The minimization of power losses and bus voltage devia-
tion for the sizing problem constitutes a complex nonlinear
optimization problem. To solve this problem, we use the
HPSO TVAC [50] which is a relatively new and powerful
optimization method that is well suited to solve continuous
nonlinear problems. A brief description of PSO and HPSO
TVAC techniques is given in Appendices A and B. The
problem is formulated as an AC OPF and solved with the
HPSO TVAC algorithm to determine the size of ESSs that
are placed at the selected buses. The size intervals of ESSs
are chosen such that the sum of their maximum is between
(15-25)% of the rated renewable capacity which is a correct
ESS size [51]. The objective function is given by

min f (ES) =
[ T∑
t=1

[
CL .PtL

]
+

T∑
t=1

[
CV .V t

D
]
+ C I (ns)

]
s.t. (1)− (8) (19)

The objective function of the sizing problem minimizes the
investment cost, average network losses and bus voltage devi-
ation. The total investment cost is calculated by

C I (ns) =
ns∑
i=1

[
cf + cs.Si

]
(20)

where Si is the size of the ithESS, cf is the fixed cost related to
a single ESS installation and cs is the unitary cost associated
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FIGURE 1. HPSO TVAC.

with Si. The investment cost function is limited by

C I (ns) ≤ B (21)

Fig. 1 gives the flow chart of the HPSO TVAC used to solve
the sizing problem of ESSs.

The HPSO TVAC is a modified version of particle swarm
optimization.
• The metaheuristic starts with the initialization PSO
parameters, then, the particle’s velocity and position
are initialized by Eq.s 30 and 29, respectively, given in
Appendix.

• After that, each particle solves the optimization problem,
i.e., ESS sizing and evaluates its fitness function. Each
particle updates its personal best fitness and the global
best fitness is updated.

• The accelerations coefficients are updated, then, the par-
ticle’s velocity and position are updated and so on.

• If the stopping criteria, i.e., number of iterations,
is reached, then, the solution of the optimization prob-
lem is given by the global best particle, else, particles
continue to solve the optimization problem and updates
their parameters and fitness until the stopping criteria is
reached.

D. IMPLEMENTATION
Overall, after ranking the buses with CSI analysis, the optimal
locations of ESSs ELopt are determined, then, optimal sizes of
ESSs ESopt are calculated with the following equations:

ELopt = argmax CSIj
j=1,...,n

(22)

ESopt = argmin f (ES) (23)

Fig. 2 gives the detailed concept of the proposed method-
ology. The ESS siting starts with the contingency analy-
sis process that evaluates the impacts of contingencies on
the network buses. The CSI is calculated for each bus in the
network. After that, a ranking process is launched where the

FIGURE 2. Flowchart of the proposed methodology.
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buses are arranged in a decreasing order. The number of ESSs
is determined through a contingency sensitivity threshold.
If the CSI exceeds this threshold, then, the number of ESSs is
incremented. After determining the number of ESSs, i.e., ns,
the locations of ESSs are selected by choosing the first ns
locations from the ranked buses.

After that, ESSs sizing starts with the inputs that are the
size intervals of ESSs. These intervals are chosen such that
their capacity is between 15-25% of the capacity of renew-
ables that seems a correct size according to [51]. The HPSO
TVAC starts with the initialization of PSO parameters where
each particle updates its position according to the size inter-
val of an ESS. After that, each particle evaluates its fitness
according to Eq. 19 and updates its personal best fitness.
The global best fitness is selected. If the stopping criteria
is reached, then, the solution of the problem is given in the
global best fitness, else, particles update their velocity and
position and evaluates their fitness and so on.

In order to guarantee feasibility of the sizing problem in
Eq. (19), the ESS sizes should be selected by considering all
possible realizations of generation profiles. In this respect,
the problem should be solved for each profile sample. So,
the ESS sizes are selected with the largest size found. For-
mally, let ESopt

p=1,...,P
denote the set of optimal sizes of ESSs

for the set of generation profiles p = 1, . . . ,P. The selected
optimal sizes are:

∗

ESopt = max ESopt
p=1,...,P

(24)

V. EXPERIMENTATION
This section gives the numerical results of the proposed
methodoloy. The simulation is performed on Matlab with
Matpower package [52] with the AC OPF.

A. CASE STUDY
We have applied the proposed methodology for both IEEE
30 bus system and a real grid in the northwest of Tunisia.

1) IEEE 30 BUS SYSTEM
The application of the proposed methodology considers an
MV network (IEEE 30 bus system, see Fig. 4). The network
consists of 30 buses, hosting six conventional generators,
20 loads and twowind farms at Buses 21 and 23 with capacity
of 35 MW and 25 MW, respectively. The problem here is
to find an optimal configuration (the number, locations and
sizes) of ESSs. For all loads, generators and transmission
lines, their profiles are perturbed to originate contingencies.
This means that, in the absence of ESSs in the network,
typical power flows are violated at certain buses.

Fig. 3 gives the results of contingency sensitivity anal-
ysis for all buses. Figs. 3a, 3b and 3c show the impact
factors for line current flow variation, power output varia-
tion and bus voltage deviation, respectively. For this 30-bus
system, the contingency sensitivity matrix CSM defined in
Eq. (16), is computed numerically with Equations (11)-(15).

A colormap plot is shown in Figs. 3a, 3b, and 3c. This
form of representation is useful to visualize the effect that a
contingency has on the line flow variation, generator output
variation and voltage deviation. The bar graph in Fig. 3d gives
the CSI values which are calculated by Eq. (17) considering
these impact factors. Here in our case, the number of ESSs to
be installed is found using:

ns = card( CSIj
j=1,...,30

≥ 25) (25)

In this case, ns = 3. Buses numbered as 2, 13 and 23 are those
with high priorities for energy storage system installation.
These locations determine the vulnerable buses in the system
which are more affected by the contingencies. These buses
can be considered as the most effective locations for ESS
support.

Fig. 4 shows the network before the integration and Fig. 5
after the integration of ESSs. The three ESSs installed
at Buses 2, 13 and 23, have the capacity of 15.7 MWh,
16.6 MWh and 17.9 MWh, respectively.

Contingency analysis is performed by direct calculation of
the power flows resulting in contingency states. The perfor-
mance evaluation is done by comparison of the post con-
tingency ESS outputs. The best siting methodology gives
more energy support in contingency states. In the comparison,
the sizing is assumed to be equal for the three siting approach
to show the advantage of the proposed siting methodology.
In this comparison, we consider five contingencies in table 2:

TABLE 2. Contingencies.

Fig. 6 shows the total energy exchanged from ESSs
in (MWh) in post contingency states, for the Weak bus
method [47] which is based on voltage sensitivity, LSF
method [29] based on loss sensitivity, the work given in [49]
which is based on voltage control and the proposed method
based on the contingency sensitivity. Based on the results,
the power provided from ESS is larger than the other methods
(in Contingency 1, 2, 3, 4), thanks to the existence of ESSs in
vulnerable locations provided by the proposed siting method-
ology Eq. (22). The ESSs installed in these locations work
as a spinning reserves in contingency states, which improve
the reliability of the system under contingencies. In contrast,
the ESS output in Contingency 5 is less than the other siting
approaches, due to the location of the contingency which
is far from the installed ESS. We conclude that the energy
exchanged from ESS depends on the relative location with
respect to the system contingencies.

Fig. 7 shows the the voltage profile and power loss.
These results confirm the effectiveness of the proposed

methodology in terms of power loss and voltage control.
The voltage profile of the proposed method in Fig. 7a does
not exceed the acceptable range [0.97 1] p.u. The voltage
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FIGURE 3. Contingency sensitivity analysis.

FIGURE 4. Network before integration.

profile of the weak bus, loss sensitivity and Voltage control
vary in [0.963 1], [0.957 1] and [0.955 1] p.u, respectively.
The deviation of the proposed methodology is smoother

FIGURE 5. Network after integration.

than other methods. The reduction rate is 12% compared
with Weak bus method, 22 % compared with LSF method
and 10% compared with voltage control method. The power
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FIGURE 6. Contingency analysis.

FIGURE 7. Voltage profile and power losses.

losses of the proposed method in Fig. 7b are quite less than
the weak bus method (about 21%), a little less than the
LSF method (about 6%) and quite less than voltage control
method 13%, thanks to the proposed sizing methodology that
minimizes the network power losses and voltage deviation.
The gain is fairly larger than Weak bus, LSF and voltage
control methods especially in contingency states in terms of
reliability improvement.

2) IEEE 30 BUS SYSTEM WITHOUT WIND FARMS
Here, we evaluate results of the proposed methodology in
case with no renewable energy in the network. Fig. 8 shows
the results of the proposed contingency sensitivity analysis.

Here the results differ from the case with renewable energy,
due to the intermittent generation which causes power system
instability. Now, the optimal ESS siting is in buses 22 and

FIGURE 8. Contingency sensitivity analysis results.

FIGURE 9. Contingency analysis.

27, this is because the variation is more in these buses that
supply another buses in the network in contingency states.
The optimal ESS sizes for the buses 2, 22 and 27 are 15.2,
16.3 and 17.1 MW/h respectively, which is quite equiva-
lent to the case without ESSs. This is because optimal ESS
sizes depends on the network capacity and not on renew-
able energy. Fig. 9 shows the total energy exchanged from
ESSs in (MWh) in post contingency states for the considered
methodologies.

Based on the presented results, we confirm the efficiency
of the proposed ESS allocationmethodology in term of power
delivery. In fact, the power provided from ESS is larger than
with methods (in Contingency 1, 2, 3, 4, 5), thanks to the
location of ESSs in vulnerable locations provided by the pro-
posed siting methodology. The ESSs installed in these loca-
tions run as a spinning reserves in contingency states, which
improves system reliability under contingencies. In contrast
with the first scenario (with wind farms), the ESS output in
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FIGURE 10. Voltage profile.

Contingency 5 is more than other siting approaches, thanks to
the location of the ESSwhich is near to the contingency. Thus,
we confirm our theory which argue that energy exchanged
from ESS depends on the relative location with respect to the
system contingencies.

Fig. 10 and 11 show the results of voltage deviation and
power loss. These results confirm also the effectiveness of
the proposed methodology in terms of power loss and voltage
control. The voltage profile of the proposed method here also
does not exceed the acceptable range [0.97 1] p.u. However,
the voltage profile of the weak bus, loss sensitivity and
Voltage control vary in [0.963 1], [0.957 1] and [0.955 1]
p.u, respectively. The deviation of the proposed methodology
is smoother than other methods. The reduction rate is 12%
compared with the Weak bus method, 22% compared with
the LSF method and 10% compared with the voltage control
method.

The power losses of the proposed method are quite less
than the weak bus method (about 21%), a little less than the
LSF method (about 6%) and quite less than voltage control
method 13%, thanks to the proposed sizing methodology that
minimizes the network power losses and voltage deviation.
The gain is fairly larger than Weak bus, LSF and voltage
control methods especially in contingency states in terms of
reliability improvement.

3) TUNISIAN GRID
The proposed methodology has been applied to a real
Tunisian grid in the northwest of Tunisia. The Tunisian grid
is composed of 18 buses consisting of four conventional
generators, two wind farms and 18 loads. The architecture
of the network is given in Fig. 12 and data are given in
tables. 3, 4, 5. The Tunisian grid is composed of 18 buses
consisting of four conventional generators, two wind farms

FIGURE 11. Power loss.

FIGURE 12. Tunisian grid.

and 18 loads. The network total power demand is 100 MW
while the network generation capacity is 150 MW.

For the energy storage system, Li-ion batteries are selected
for their long lifetime and high energy capacity. Each bat-
tery rack consists of 16 modules with total energy capacity
of 105.5kWh. The number of racks with the battery energy
storage systemBESS unit is calculated after finding the sizing
of the ESSs. Fig. 13 shows the BESS model used in this
case study. The BESS is capable to deliver active power
during contingency states in order to improve the system
reliability, i.e., limiting the voltage and frequency variation.
In contingency states, the ESSs will provide a peak genera-
tion, for an additional time interval of seven seconds. This
procedure can be repeated up to 20 times, until the stability is
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TABLE 3. Bus data.

TABLE 4. Line parameters.

TABLE 5. Generator data.

FIGURE 13. Single line diagram of BESS.

reached. After running the CSI analysis, the buses numbered
as 2, 12 and 17 are selected as the optimal locations of ESSs
with sizes of 7.3, 5.7 and 8.5 MWh, respectively.

Fig. 14 shows the voltage and grid frequency regulation
after a peak load.

The load increase causes a transient drop of frequency
as well as voltage. ESSs mitigate this droop by their power
generation. Within 3 seconds, voltage and grid frequency are

stabilized. The load is decreased in second 4 resulting in
a transient increase of voltage and grid frequency until the
combination of ESS’s power and generator power reserves
stabilizes the voltage at 1 p.u and grid frequency at 60 Hz.
In case of the absence of ESSs, load shedding occurs almost
immediately, leading to grid frequency collapsing.

Figs. 14c and 14d show that, by using ESSs, voltage devi-
ation is rapidly regulated in few seconds. On the contrary,
without ESSs, the voltage deviation is regulated in few min-
utes. This is because the slow response of the system power
reserves. The violation of system constraints can cause a
major damage to the system operation such as faults and
blackouts. Consequently, the integration of ESSs to the power
system operation becomes inevitable.

B. COMPUTATIONAL PERFORMANCES
The proposed siting methodology is quite inexpensive in
terms of computational burden, its heaviest task is to calculate
load flow, which is executed in few seconds even for large
networks. The overall computational burden of the proposed
methodology is caused by the sizing procedure. Due to the
presence of ESSs, which are time correlated, a multi-period
AC OPF is required to solve the problem. In this respect,
HPSO TVAC is adopted to solve the sizing problem.

As expected, the execution time taken by the proposed
siting methodology is of the order of seconds regardless of
the number of network buses. However, the exhaustive search
needed for the optimal siting problem requires solving a huge
number (Cns

n ) of problems of the form Eq. (19), involving an
unacceptable execution time. For this reason, the computation
of the sizing of ESSs is restricted to the set of the selected
buses in the siting stage, which is expected to be most effec-
tive for ESSs support.

Tab. 6 presents a comparison between the results of differ-
ent metaheuristics that are Genetic Algorithms (GA) [53],
Non Sorting Genetic Algorithm (NSGA-II) [54], Cuckoo
Search (CS) [55] and four PSO types that are [50], [56]:
Basic PSO, Time-Varying Acceleration Coefficients (TVAC
PSO), Time Varying Inertia Weight (TVIW PSO) and
Self-Organizing Hierarchical PSOwith Time-Varying Accel-
eration Coefficients (HPSO TVAC) used by the proposed
methodology.
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FIGURE 14. Voltage and frequency regulation.

TABLE 6. Computational performances evaluation.

From the above results in Tab. 6, it is seen that different
types of PSO give the same optimum values for the ESSs
sizes. Therefore, different techniques are able to find the
global solution effectively. But compared with other PSO
techniques, HPSO TVAC is the best in terms of the number
of iterations as well as execution time.

C. DISCUSSION ON ECONOMY AND FEASIBILITY OF ESS
An economic analysis of ESS feasibility is performed by
calculating annual cost of ESS deployment (ACD) and annual
net benefits (TANB). The annual cost of ESS deployment is
calculated by multiplying the cost of conventional electric
service (CCES) by the total ESS capacity installed (TCI) and
a fixed charge rate (FCR) as follows:

ACD = CCES ($/kwh) · TCI (kw/h) · FCR (%) (26)

The total annual net benefits (TANB) are calculated by mul-
tiplying the total energy discharged (TED) by the average
on-peak price of electricity (AONPE) minus the average
off-peak price of electricity (AOFPE) divided by the storage
system round (SSR) minus trip efficiency (TE) as follows:

TANB = TED (MWh) · AONPE($ = MWh)

−AOFPE ($ = MWh)/SSR− TR(%) (27)

Tab. 7 illustrates the annual economic benefits and losses
of implementing the most feasible ESS type which is
Lithium-ion battery. The most viable ESS is Lithium-ion
battery, with the annual benefit of 6000 $/kW, the capital
cost for ESS deployment is 3200-4000 $/kW, and cumulative
yearly losses and maintenance cost are 500 $/kW. Therefore,
we can estimate that approximately 2000 $/kW is gained by
employing this ESS. The number of payback years for the
Lithium-ion battery is 9-10 years. It is reasonable compared
with their life cycle which can attain 15 years [57].

VI. CONCLUSION
Energy storage systems play a key role to improve the reliabil-
ity of power system in contingency states. ESS’s performance

VOLUME 7, 2019 186389



I. Naidji et al.: Efficient Allocation Strategy of ESSs in Power Grids Considering Contingencies

TABLE 7. Economic analysis of ESSs based on cumulative benefits and costs.

can be enhanced by selecting the best siting according to the
impacts of contingencies. Therefore, statistical information
on potential contingency locations seems to be decisive for
the optimal siting of ESSs, to increase the probability of
supporting the power grid against faults. Unlike the existing
research studies that investigate the problem of siting and siz-
ing together, in this work, we explore the problem separately.
Energy storage system siting, sizing and deciding the number
of ESSs are inspected based on contingency analysis, which
providesmore stability to power system for improving its reli-
ability and minimizing power losses and voltage deviation.
Other objectives for determining the optimal siting and sizing
of ESSs will be explored in future work, such as searching for
other sensitivity indexes that have a significant impact on the
power system operation in terms of economy and reliability.
In the future work, wewill explore the considered problems in
the framework of reconfiguable software [58]–[60] and also
in the framework of discrete-event systems using automata
and Petri nets [61]–[64].

APPENDIX
A. PARTICLE SWARM OPTIMIZATION (PSO)
The PSO algorithm [56] is inspired from social behavior of
some animals such as bird flocking. The potential set of solu-
tions is represented by the population and each solution is rep-
resented by a particle. Each particle moves in the search space
according to its personal best experience (pbest ), but is also
guided toward the best experience of neighboring particles
(gbest ). To resolve the sizing problem, the candidate solutions
are the elements of size intervals of an ESS’s capacity. Parti-
cles are moving around these intervals according to Eq. (19).
The velocity of each particle is limited by a predefined max-
imum value vmax . New positions are calculated by adding
velocity coordinates (vk ) to position coordinates (xk ) and the
algorithm iterates by adjusting velocities and positions. The
velocity and position of each particle are given by [56]:

vk+1 = w ∗ vk+c1 ∗ r1 ∗ (pbest−xk )+c2 ∗ r2 ∗ (gbest−xk )

(28)

xk+1 = xk + vk+1 (29)

Parameters c1 and c2 in Eq. (28) are often called acceleration
coefficients which denote the cognition and the social param-
eters, respectively. r1 and r2 are random variables andw is the
inertia weight.

B. SELF-ORGANIZING HIERARCHICAL PARTICLE SWARM
OPTIMIZATION WITH TIME-VARYING ACCELERATION
COEFFICIENTS (HPSO TVAC)
This technique proposes to update the velocity formula with-
out addition of previous velocity, i.e., the exclusion of the

inertia term. Also, the acceleration coefficients are varied
with respect to time or iteration. Instead of moving toward the
gbest particle, particles try to converge to the global optima at
the end of optimization. Therefore, the new velocity formula
becomes as follows [50]:

vk+1 = c1 ∗ r1 ∗ (pbest − xk )+ c2 ∗ r2 ∗ (gbest − xk ) (30)

Consequently, particles rapidly stagnate in a local optimum
solution. To solve this problem, during particle’s velocity
calculation, if the new velocity becomes zero, then, velocity
is reinitialized to some value according to the predefined
maximum value vmax . Finally, the reinitialization of velocity
is linearly decreased from vmax to (0.1.vmax).
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