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ABSTRACT The changes in people’s life rhythm and improvement in material levels that happened in
recent years increased the number of people suffering from high blood pressure in the world. Therefore, as a
cardiac complication of hypertension, the prevalence of hypertensive heart disease has increased annually,
it has seriously endangered the safety of human life, and the effective prediction of hypertensive heart
disease has become a worldwide problem. This paper uses the newly proposed XGBSVM hybrid model
to predict whether hypertensive patients will develop hypertensive heart disease within three years. The final
experiment proves that through this model, hypertensive patients can learn their risk of hypertensive heart
disease within 3 years and then undergo targeted preventive treatment, thereby reducing the psychological,
physiological and economic burden. This paper confirms that the machine learning can be successfully
applied in the biomedical field, with strong real-world significance and research value.

INDEX TERMS XGBSVM, hypertensive heart disease, SVM, XGBoost, biomedicine.

I. INTRODUCTION
Over the past decade, cardiovascular disease has become the
main cause of death in the world [1]. TheWorld Health Orga-
nization report shows that in 2008, approximately 17 million
people died of cardiovascular diseases, accounting for 30% of
global deaths. Cardiovascular disease has the characteristics
of highmorbidity, high disability and highmortality, and even
with the most advanced and perfect treatment methods, more
than 50% of survivors of a cerebrovascular accident can’t
fully care for themselves. The prevalence of cardiovascular
diseases has become a global problem. According to a survey
by the American Heart Organization, the number of deaths
due to cardiovascular disease in the United States accounted
for 32.8% of the total number of deaths of the country in 2008.
In other words, in the United States, one out of every three
deaths is due to cardiovascular disease, with a daily death toll
of 2200; on average, about every 40 seconds, a person loses
his life due to cardiovascular disease [2]. In 2010, according
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to the National Health Interview Survey, the National Center
for Health Statistics announced that 11.7% of people over
18 had heart disease, and 23.6% had hypertension. According
to Turkey’s National Disease Burden Study, cardiovascular
and cerebrovascular diseases account for 36% of all deaths in
Turkey [3]. Excluding developed countries, 80% of cardio-
vascular disease-related deaths occur in middle-income and
low-income countries worldwide [4].

Blood pressure is one of the most important factors affect-
ing cardiovascular disease. According to previous studies,
13% of cardiovascular deaths are caused by elevated blood
pressure or hypertension [5]. With the gradual improvement
of lifestyle, unhealthy eating and living habits are the pri-
mary causes of various diseases, the number of hypertensive
patients is also rising rapidly in clinics. The transition from
hypertension to hypertensive heart disease is a relatively slow
process, but long-term maintenance of high blood pressure
in hypertensive patients can easily lead to changes in heart
structure and function, leading to the occurrence of hyper-
tensive heart disease. In the world, the prevalence of hyper-
tension in adults is 26.4%, including 40% in Spain, 29.6% in
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Britain, 38.3% in Japan and 27.4% in Egypt [6]. According to
epidemiological data in recent years, more than 200 million
adults in China suffer from hypertension [7]. The prevalence
of hypertension was 18.8% among residents over 18 years
old, and 24% among middle-aged people in China [8].
Especially in rural and economically regressive remote areas,
because of poor awareness and control of hypertension,
the prevalence rate is higher [9].

At present, many researchers are studying cardiovascular
diseases from a pathological perspective. Used R. predicted
cardiovascular disease by lipid-related indicators [10], and
Kunutsor S. predicted cardiovascular disease by circulating
glutamine transferase [11]. Nagata M. predicted the mor-
tality of cardiovascular diseases by proteinuria and renal
function decline [12]. Skretteberg P. predicted the inci-
dence of coronary heart disease by high density lipoprotein
cholesterol [13].

The concept of entropy was first introduced by statistical
thermodynamics. Information entropy was used to measure
the uncertainty of random variables. In recent years, the appli-
cation of entropy has been expanding, such as electronic mea-
surement error, clinical quantitative diagnosis and analysis,
optimization problems, design risk management and other
fields [14]–[16].

With the emergence of big data, machine learning (ML) has
been pushed to the forefront and has had a large impact, which
has many applications in the biomedical field. Dolatabadi A.
extracted time and frequency domain features from the elec-
trocardiogram and used support vector machines (SVM) to
predict coronary artery disease [17]. Sinha P. used SVM to
create a new decision support system for predicting chronic
kidney disease [18].Kaur K. proposed a method based on
principal component analysis and SVM classification to pre-
dict heart disease, and proved that the method is suitable
for disease prediction [19]. Ren Y. proposed a hybrid neural
network that combines two-way long-term memory and self-
encoding network. Using the data of 35,332 hypertensive
patients, the model was used to predict renal disease in
hypertensive patients and the final prediction accuracy was
89.7% [20]. Yu J. proposed a new collaborative filtering
model CFNBC based on the naive Bayesian classifier to
predict the correlation of potential RNA long non-coding
diseases [21]. Vijayarani S. used naive Bayesian method to
predict liver disease [22]. Shinde R. combines naive Bayesian
method and k-means clustering algorithm to establish a heart
disease prediction system [23].

Deep learning is now gradually applied to medical image
analysis [24]. Decencière E. used machine learning to extract
information from eyeball images and diagnose diabetic
retinopathy [25]. KermanyD. uses a deep learning framework
to create a diagnostic tool for screening patients with treatable
blinding retinopathy [26].

Chen. T proposed the XGBoost algorithm in 2016 [27];
it has received wide attention. Zheng H. used the XGBoost
method to obtain the characteristic importance of a power
system [28]. Torlay L. used theXGBoost algorithm to analyze

the neurophysiological characteristics of the five linguistic
regions in the two hemispheres of the human brain, and
finally, patients with epilepsy were classified. It is proven
by experiments that the XGBoost algorithm not only has
excellent performance but also obtains the importance of
features [29]. Chen, W. proposed a weighted XGBoost algo-
rithm to classify complex radar signals. The results of the
experiments show that the algorithm outperforms other ML
algorithms in the performance of test sets [30]. There are also
some studies that combine XGBoost with other methods to
solve problems [31], [32].

Support vector machines have many good attributes, such
as reduced ‘‘dimensionality disaster’’ and better stability.
Shalev S. solved the SVM optimization problem by using
a random subgradient descent method. In large-scale text
classification problems, the running efficiency is much higher
than the traditional SVM algorithm [33]. Pasolli E. proposed
a new active learning method for SVM classification, and
the experimental results show the effectiveness of the algo-
rithm [34]. LapinM. studied SVM+ andWeighted SVM; this
study shows that weight learning is effective, and explains the
limitations of SVM+ [35]. Yin Y. combined SVM and PCA
methods for visual tracking, which proves that the algorithm
have high stability [36].

Hospitals produce a large number of new and potentially
valuable data every day, but the previous scientific theory
is not mature enough and has not been widely developed
in the medical field, so these potentially valuable data have
not been fully utilized. For heart disease, many studies only
focused on one or two indicators related to it from the patho-
logical perspective, and most of the studies were broad and
did not specify the specific types of cardiovascular diseases.
Therefore, this part of the study is imperfect, there is much
follow-up work that needs to be conducted.

As mentioned above, the incidence of hypertension is very
high, and there is a great possibility that it may cause hyper-
tensive heart disease. For patients, there are lives threatened,
and they also suffer from high treatment costs and tremendous
mental stress. According to current research, it is meaningful
to predict whether hypertensive patients will suffer from
hypertensive heart disease in the next few years and to predict
heart disease by combining entropy and artificial intelligence.
Therefore, based on the experimental background of hyper-
tensive heart disease, the XGBSVMmethod is used to predict
whether hypertensive patients developed hypertensive heart
disease within three years, and the validity, accuracy and
stability of the XGBSVM method are also verified. Doctors
can conduct targeted preventive treatment for hypertensive
patients who are prone to hypertensive heart disease. This pre-
diction will greatly reduce the economic and mental burden
of patients and avoid the risk of major diseases.

The innovation of this paper is that, first, a hybrid
XGBSVM model is proposed that eliminates the process
of complex feature selection in traditional models, it use
hypertensive heart disease as an experimental scenario to
predict whether hypertensive heart disease will occur in
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hypertensive patients within three years. Second, a new index,
improved normalized entropy, based on entropy information
is proposed to evaluate the model. Finally, this paper applies
entropy and machine learning in the field of biomedicine.

This paper is divided into four chapters. The first chapter
introduces the research background, necessity, significance
and innovation. The second chapter introduces the existing
methods, new methods, model evaluation indicators, and the
technical route of this study. The third chapter is about results
analysis and discussion. The fourth chapter summarizes the
whole paper and evaluates the importance of this study.

II. THEORY AND METHODOLOGY
A. RF,GBDT AND XGBOOST
Before introducing the three algorithms mentioned above,
we first briefly describe the bagging algorithm, which is an
integration technology for training classifiers on raw data
sets by reselecting k new data sets with playback sampling.
This algorithm uses a set of trained classifiers to classify
the new samples and then counts the classification results
of all classifiers by majority voting or averaging the output;
the highest result category is the final label. This kind of
algorithm can effectively reduce bias and variance.

Random forest (RF) is a kind of bagging algo-
rithm [37], [38]. First, RF uses a CART decision tree as a
weak learner, and the CART decision tree is based on the
Gini coefficient to select features. When generating each
tree, the selected features are randomly selected. Therefore,
the randomness of the features is guaranteed. Because of the
randomness, it is very useful to reduce the variance of the
model, so the random forest generally does not need addi-
tional pruning, and it can obtain better generalization and
anti-overfitting ability.

To summarize, the advantages of RF are as follows:
(1) Because of the ensemble algorithm, the accuracy of RF

is better than that of most single algorithms.
(2) The test set performs well in solving some problems,

and because of the introduction of randomness, the random
forest does not easily fall into overfitting.

(3) RF has a certain anti-noise ability, for example, it is not
sensitive to default values, so it has certain advantages over
other algorithms.

(4) Because of the combination of trees, random forests
can process nonlinear data and are nonlinear classification
(fitting) models.

(5) RF can process data of high dimension without feature
selection, and it has strong adaptability to data sets; RF can
process both discrete data and continuous data, and data sets
need not be standardized.

(6) The training speed is fast and can be applied to large-
scale data sets.

(7) Because each tree can be generated independently and
simultaneously, it is easy to parallelize.

(8) Because of the simplicity, high accuracy and strong
anti-overfitting ability of RF, it is suitable as a benchmark
model when facing nonlinear data.

GBDT (Gradient Boosting Decision Tree) is a representa-
tive algorithm of the boosting algorithm series [39], which is
an iterative decision tree algorithm that consists of multiple
decision trees. The conclusions of all trees are added up
as the final answer. The idea of GBDT is to represent the
loss function by square error, in which each regression tree
learns the conclusions and residuals of all previous trees, and
fits to a current residual regression tree. In the process of
GBDT iteration, assuming that the strong learner obtained
by previous iteration is the loss function. The goal of this
iteration is to find a weak learner for the regression tree
model that minimizes the loss in this round. In other words,
the decision tree found in this iteration should make the loss
function of samples as small as possible. The advantage of
GBDT is that it is suitable for low-dimensional data, and it
can process nonlinear data. The disadvantage is that it is dif-
ficult to parallelize because of the connection between weak
classifiers, and it will increase the computational complexity
of the algorithm if the data dimension is high.

The eXtreme Gradient Boosting (XGBoost) method is an
upgraded version of GBDT, in which the objective func-
tion is:

ζ (φ) =
∑
i

l
(
ŷi, yi

)
+

∑
k
�(fk)

where �(f ) = γT +
1
2
λ ‖w‖2 (1)

K represents the total number of trees, fk represents the
kth tree, l

(
ŷi, yi

)
represents the sample xi training error, ŷi

represents the predicted result of xi, yi represents the true
value, T is the number of leaf nodes of the tree, γ and λ are
Tunable parameter

The model predicted by the t − th iteration is as follows:
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The error function is expanded by second-order Taylor
expansion, and the formula is as follows:
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Remove the constant term:

ζ (t) =
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The solution of the final error function is:
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w∗j = −

∑
i∈gi

gi∑
i∈hi

hi + λ
(6)

XGBoost and GBDT are both gradient lifting and inte-
grated learning, but they are different. The advantages of
XGBoost over GBDT are as following:

(1) GBDT’s base classifier only supports CART trees,
while XGBoost supports linear classifiers, which is equiva-
lent to logistic regression and linear regression with L1 and
L2 regular terms.

(2) XGBoost adds a regular term to the objective function
to control the complexity of the model. The regular term con-
tains the number of leaf nodes and the modulus square of the
fraction output on each leaf node. From the perspective of the
trade-off between deviation and variance, the regularization
term reduces the model variance, makes the learned model
simpler and prevents overfitting.

(3) Traditional GBDT only uses the first derivative,
whereas XGBoost expands the objective function with the
second-order Taylor expansion, which is closer to the real loss
function than the first-order Taylor expansion.

(4) To weaken the impact of each tree and give the sub-
sequent trees more learning space, XGBoost multiplies the
weight of leaf nodes into the learning rate, mainly after an
iteration.

B. SVM
The basic idea of classification is to find a partitioning hyper-
plane in the sample space based on a training set D =
(x1, y1) , (x2, y2) , . . . (xm, ym), where yi ∈ {−1,+1} that
separates the different classes of the samples.

In the sample space, the division of hyperplanes can be
described by the following linear equations:

WTx + b = 0 (7)

Under linear separable conditions, assume that the data
satisfies:

yi(w · xi + b) ≥ +1 (8)

Considering relaxation variables, the data needs to satisfy
the following conditions:

yi(w · xi + b)+ εi ≥ +1 (9)

Finally, the optimization equation is determined as follows:

min
w,b

1
2
||w||2 + C

N∑
i=1

εi (10)

C is the model penalty parameters.

C. XGBSVM
The XGBSVM model combines the XGBoost and SVM
algorithms, which uses the XGBoost method as a feature
converter to construct a new feature combinations for training
SVM model.

FIGURE 1. XGBSVM hybrid model structure.

The XGBoost method is an ensemble learning method
that can generate many trees. The number of trees can be
set according to actual problems. Assume that the XGBoost
algorithm is used to construct two trees, Tree1 and Tree2,
Each non-leaf node in Tree1 represents a judgment con-
dition, and X, as an input sample, is judged according to
the judgment condition of the non-leaf node in Tree1. After
experiencing all the judgment conditions, it finally falls on
a leaf node of Tree1. The leaf node where X falls is marked
as 1, and the other leaf nodes are marked as 0, thus obtaining
a sparse matrix of Tree1. Similarly, for Tree2, each non-leaf
node is also a condition for judgment, sample X eventually
falls on a leaf node according to the judgment condition, and
the sparse matrix of Tree2 is obtained. Finally, the sparse
matrix of Tree1 and Tree2 are concatenated to obtain the new
features of X.

For example, there are two trees in Figure 1, the left tree has
three leaf nodes, and the right tree has two leaf nodes. So the
final feature is a five-dimensional vector. For input X, sup-
pose it falls on the first node of Tree1, encoding (1, 0, 0), and
on the second node of Tree2, encoding (0, 1), so the whole
encoding is (1, 0, 0, 0, 1). This kind of encoding is input
into SVM as a feature for classification. Because each tree
path has its distinction, the characteristics and combinations
of features obtained from the path are relatively distinctive,
and the effect will not be inferior to manual experience in
theory. The greatest advantage of this method is that it omits
searching for features and feature combinations manually.

D. EVALUATION METRICS
In this paper, AUC (area under curve) and INE (improved
normalized entropy) are used to evaluate the model.

AUC is a standard used to measure the quality of classifica-
tion models. To solve the problem of unbalanced distribution
in different categories, a new classification model perfor-
mance judgment method, ROC (receiver operating character-
istic) analysis, is introduced from the medical field. The main
analysis tool of ROC is a curve drawn on a two-dimensional
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FIGURE 2. Constructing a prediction model flow chart.

plane, namely, the ROC curve. The horizontal coordinate
is the false positive rate (FPR), and the vertical coordinate
is the true positive rate (TPR). The value of AUC is the
area below the ROC curve. Usually, the value of AUC is
between 0.5 and 1.0, and larger AUC values represent better
performance.

INE is improved on the basis of a paper published by
Facebook in 2014, and it is suitable for measuring the model
performance in this article [31]. INE equals the average loga-
rithmic loss of each test set sample divided by the entropy of
the test set.

In equation 11, N is the number of test sets, pi is the
predicted value, and P is the empirical probability of test
samples, that is, the probability of label 1 in test samples. yi
is the label for the test sample, yi ∈ {−1, 1}.

INE =

−
1
N

N∑
i=1

(
1+yi
2 log (pi)+

1−yi
2 log (1− pi)

)
− (p ∗ log (p)+ (1− p) ∗ log (1− p))

(11)

In model evaluation, the smaller the INE value and the
larger the AUC value are, the better the model performance is.

E. THE PROCESS OF CONSTRUCTING
PREDICTION MODELS
The flow chart of the prediction model is shown in Figure 2.
First, according to the physical examination data of hyper-
tensive patients, in addition to selecting some basic human
indicators, measurable indicators related to blood pressure
and cardiovascular diseases are also selected. Next, the data
are preprocessed, including filling missing values and nor-
malization. The experimental data set is divided into two
parts, the training set and the test set. The training set is
also divided into training set A and training set B. Training

set A is used to construct the tree model. In this paper, RF,
GBDT and XGBoost are used to construct the model for
comparative analysis. These three ensemble learningmethods
will construct many trees, so each sample in training set B
will get its own position in the leaf node of each tree, such
as the second leaf node of the second tree. Then, a new
feature combination is obtained by using one-hot encoding.
Combining the original label with the new features, a new
training set is generated. Because it is a binary classification
problem, SVM can be used, so the training set is put into
the SVM model for training. To prove the high stability of
the model, a cross-validation method is used. If the model is
feasible, the probability of each test sample is obtained by
inputting the test set into the model. Finally, AUC and INE
are used to evaluate the model.

It should be noted that the classification criteria for each
tree model node have been uniquely determined after training
set A achieves the tree model by XGBoost, RF or GBDT.
Therefore, training set B accurately locates each sample in the
tree model, and each sample in training set B can be obtained
by using the one-hot encodingmethod, the dimensions of new
features are the same.

The data set in this article is from a hospital in Beijing,
which contains patients from various provinces in China, and
the total sample size is 1357.

The characteristics used in the model include basic patient
indicators, such as height, weight; heart rate; limb blood pres-
sure, including left upper limb systolic pressure (LARMSBP)
and left upper limb diastolic pressure (LARMDSBP);
24-hour ambulatory blood pressure, including 24-hour aver-
age diastolic pressure(MEANDBP) and 24-hour average sys-
tolic pressure (MEANSBP); inflammatory factors, such as
the erythrocyte sedimentation rate (ESR) and C-reactive pro-
tein (CRP); ultrasound electrocardiogram indicators, includ-
ing LA, RAD; regular indicators, including white and red
blood cell counts (WBC, RBC), hemoglobin (HB) ; and so on.
In addition to the above indicators, urinary routine indicators,
blood biochemical indicators, thyroid function indicators,
urinary protein indicators, and cardiovascular related labora-
tory indicators were also used. The total number of indicators
was 83. Table 1 shows all the features.

On the basis of the original features, the samples withmiss-
ing values are deleted, the final data set contains 372 samples,
94 of which were identified as having hypertensive heart
disease. The samples obtained after maximum and minimum
normalization are shown in Table 2.

Because the data used in this paper are based on whether
hypertensive patients have hypertensive heart disease in three
years, they are scarce, and the sample size is only 372.
According to the methods of this paper, the data should be
divided into the test set and training set. At the meantime,
one part of the training set is used to construct the tree
model, the other part constructs new features through the tree
model structure already constructed, so it is very important
to divide the proportions of the original data set reasonably
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TABLE 1. Original features.

and effectively. Therefore, four combinations are selected to
analyze the influence of different partitions on the model.
Table 3 is the type of combination and the corresponding
description.

III. RESULTS AND DISCUSSION
To clearly describe the constructed tree structure, Figure 3
shows the second tree constructed by the XGBoost method in
training set A, which has eight leaf nodes. The blue box repre-
sents the feature, and the f21 represents the 22nd feature of the
original feature, because the feature count in the tree model
starts from 0, and the number in the yellow box represents
the weight of the leaf node. The next step is to traverse all the
samples in training set B through all the trees in each model,
and then determine the position of each sample on the leaf
node of each tree. Finally, one-hot encoding is used, that is,

TABLE 2. Normalizes data.

TABLE 3. Combination type and description.

FIGURE 3. The second tree of XGBoost.

if a sample falls on the second leaf node of the second tree,
then the sample is coded as x1 = (0, 1, 0, 0, 0, 0, 0, 0,) on
the second tree. Similarly, the sample traverses all the trees
and gets the coding on each tree. Finally, by splicing all the
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TABLE 4. Five-fold cross-validation results.

FIGURE 4. ROC curve of combination A.

coding together, a new feature combination for the sample
is obtained, X = (x1, x2, . . . xn), n is the number of trees.
Using this method, a new feature combination for all samples
in training set B can be obtained.

To verify the high stability and feasibility of this method,
a five-fold cross-validation is carried out. Five methods are
selected for comparative analysis to verify the excellent per-
formance of XGBSVM. In the experiment, by changing the
number of evaluators and the depth of the tree, the best combi-
nation of parameters is determined. For XGBoost, the number
of evaluators is 40, and the depth of the tree is 3. The cross-
validation results for these methods are shown in Table 4,
which show that these methods are feasible and have high
performance and can be used to predict test sets.

After combining SVM with RF, GBDT and XGBoost to
form a hybrid model, ROC curves are shown in Figures 4-7
under the four combinations of A, B, C and D. Because of the
small sample size, the ROC curve is not smooth. The abscissa
of the ROC curve is the false positive rate (FPR), and the
ordinate is the true positive rate (TPR). The TPR is the ratio of
all actual positive samples correctly judged to be positive. The
FPR is in the actual number of all negative samples wrongly
judged as positive ratios. For a classifier, we can obtain a TPR
and FPR point pair according to their performance on the test
sample. In this way, the classifier can be mapped to a point on
the ROC plane. By adjusting the threshold used in classifier
classification, a curve passing through (0, 0), (1, 1) can be

FIGURE 5. ROC curve of combination B.

FIGURE 6. ROC curve of combination C.

FIGURE 7. ROC curve of combination D.

obtained, which is the ROC curve of the classifier. In general,
the curve should be above the (0, 0) and (1, 1) lines.

After four combinations of ROC curves are obtained,
the corresponding AUC value can be calculated. Similarly,
different combinations of INE can be calculated sepa-
rately. The AUC and INE of the six methods are shown
in Table 5 and Table 6. The proportion of the test set refers
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TABLE 5. AUC of different methods under different combinations.

TABLE 6. INE of different methods under different combinations.

to the proportion in the original data set, and the proportion
of training set B refers to the proportion in the training set.
Considering RF, GBDT and XGBoost separately, the AUC
value of XGBoost is the largest in four cases, and INE
is the smallest. After RF, GBDT and XGBoost are com-
bined with SVM to form a hybrid model, the AUC of the
XGBSVM method is the largest and the INE is the smallest.
Comparing XGBoost with XGBSVM, for AUC, XGBSVM
is larger than XGBoost, and for INE, XGBSVM is smaller
than XGBoost in the four cases. For a more intuitive analysis
of the data in Table 5 and Table 6, AUC and INE are shown
in Figures 8-10.

Figure 8 shows the AUC values of different models under
the four combinations of A, B, C and D. According to the
figure, the AUC values of each model are above 0.6. The
maximum value is 0.939, corresponding to the XGBSVM
model, and the minimum is 0.661, corresponding to the RF
model. The performance of the hybrid model is better than
that of a single model.

Figure 9 shows the INE values of different models under
the four combinations of A, B, C and D. The smaller the INE,
the better the model performance. According to the graph, the
difference between different models and different combina-
tions is large. The maximum value is 2.266, corresponding to
the RF model, and the minimum is 0.868, corresponding to
the XGBSVM model.

To better show the difference of INE in the different models
under the different combinations, the maximum INE under

FIGURE 8. AUC of different combinations.

FIGURE 9. INE of different combinations.

the four combinations is taken as the standard, that is, 100%.
The ratio of INE of each method to the worst model is calcu-
lated separately, as shown in Figure 10. In each combination,
the XGBSVM hybrid model accounts for a small proportion,
so the model performance is far superior to the RF. The
GBDT + SVM hybrid model also has good performance,
but compared with XGBSVM, the performance is slightly
inferior.

It can be found that, in the four cases, the effect of A is the
best because the number of samples in this dataset is relatively
small; if the proportion of test sets is relatively small, then
the proportion of training sets is larger, and more samples
are used to train the model. Similarly, if the proportion of
training samples A is large, more samples are used to con-
struct tree models. The more samples there are, the better
the performance of the tree models is. Therefore, among the
six methods, combination A is the best method to segment
samples.

Table 5 and Table 6 show that the XGBSVM and XGBoost
models work better, consider these two models separately.

Figure 11 shows the impact of the number of trees on
the INE and AUC of the two models. It can be seen from
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FIGURE 10. Based on maximum entropy, the proportion of INE in each
model.

FIGURE 11. The influence of the number of trees.

the graph that the AUC values of the two models basically
remain unchanged with an increasing number of trees, but the
INE of the two models decreases, and the INE of XGBSVM
decreases more than the XGBoost. Comparing the two mod-
els, the INE of XGBSVM is 36.26% smaller than that of
XGBoost, and the AUC is 5.51% higher.

Figure 12 shows the effect of tree depth on the INE and
AUC of the two models. As seen from the graph, the AUC of
the two models changes with increasing tree number. Among
these models, the AUC of XGBoost decreases and to less
than 0.9. Although the AUC of XGBSVM changed slightly,
it remains stable at approximately 0.9. The INE of the two
models reaches the minimum when the tree depth is 3. With
increasing tree depth, the INE increases. The deeper the tree
is, the more complex the model is, but the number of samples
in this paper is relatively small. Therefore, when the tree
depth reaches 3, a good model has been constructed. With
increasing tree depth, the model may exhibit an overfitting
phenomenon that results in worse model performance for the
test samples. Combined with the four combinations, the INE

FIGURE 12. The influence of tree depth.

of XGBSVM is 38.10% smaller than that of XGBoost, and
the AUC is 7.44% higher. Through comparative analysis,
XGBSVM has good performance and stability, and it can be
used to construct prediction models.

IV. CONCLUSION
This paper presents a new hybrid XGBSVM model. To val-
idate performance, the model was used to predict whether
hypertensive patients develop hypertensive heart disease
within three years. There are two evaluation indicators; one
indicator is the traditional AUC, and the other indicator is
the INE proposed in this paper. The XGBSVM is compared
with five other models. The final experimental results prove
that XGBSVM is highly feasible, stable and accurate, and
it is a new model that can be applied practically. In the
experiment, the final output of this model is the probability
of patients being classified into positive categories. That is,
the probability of patients suffering from hypertensive heart
disease is the output. Doctors make their own judgment
according to the actual situation. For example, when the
threshold is set to 0.6, patients whose output probability is
higher than 0.6 are considered to have hypertensive heart
disease. When the threshold is set to 0.7, patients whose
output probability is higher than 0.7 are all considered to have
hypertensive heart disease. Therefore, the model is flexible
and can make different judgments according to the actual
situation.

For a new hypertensive patient, the probability of hyper-
tensive heart disease within three years can be obtained by
directly importing the required physical examination indi-
cators into the established model. Over time, patients accu-
mulate to a certain number and can be added to the original
sample, and then the original sample is updated, so the tree
model can be reconstructed. With increasing sample size, the
model performance will be better, and the final output will be
more reliable. In China, or around the world, with continuous
improvement of living standards and the changes in people’s
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lifestyles, increasing numbers of people are suffering from
hypertension. The heart is one of the target organs of hyper-
tension, so the number of people suffering from hypertensive
heart disease will continue to increase. If it can be predicted
in advance that patients with hypertension have a greater
probability of developing hypertensive heart disease within
three years, then doctors can recommend preventive treat-
ment for these patients, which can not only greatly reduce
their physical and mental pain but also ensure their life safety.
Therefore, this study has strong practical significance and
value.

The main contribution of this paper is to propose a
new XGBSVM hybrid model. This model is based on the
original machine learning theory and is a new machine
learning development. XGBSVM not only eliminates the
complicated work of feature filtering but also has high per-
formance and stability. At the same time, a new evalua-
tion index for entropy models is proposed. This paper not
only applies the combination of entropy and artificial intel-
ligence to the field of biomedicine but also proposes an
effective new model and evaluation index in the field of
biomedicine. Therefore, this paper makes the important con-
tribution of entropy and artificial intelligence to the field of
biomedicine.

In recent years, the application of entropy has been deep-
ening, and it has been widely used in biology and medicine.
Entropy can be used to analyze biological evolution, mem-
ory, pathology and so on. If the above content can be com-
bined with entropy to establish a model, it will undoubtedly
play an extremely important role in exploring the common
law between the living and the non-living worlds. Similarly,
machine learning has been developing rapidly in recent years,
and its application field has been expanding continuously
with outstanding contributions to the development of science
and technology. Therefore, the combination ofmachine learn-
ing with other fields is an inevitable trend. The combination
of biomedicine and machine learning will certainly make
great progress.

In this paper, the newly proposed XGBSVM model is
applied to predict whether hypertensive heart disease occurs
in hypertensive patients within 3 years. This prediction is a
successful application of information entropy and machine
learning in the biomedical field. With the continuous devel-
opment of information entropy and machine learning, model
fusion is a new development direction. The hybrid model will
have the advantages of the original model and produce more
accurate results, which will bring more beneficial results to
human development. As the research progresses, increasing
good models will be proposed. In this paper, XGBSVM is
applied to the field of biomedicine. Future work will also
try to apply the model to other fields, while improving its
performance.
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