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ABSTRACT In smart cities and factories, robotic applications require high dexterity and security, which
requires precise inverse dynamics model. However, the physical modeling methods cannot model the
uncertain factors of the manipulator such as flexibility, joint clearance and friction, etc. As an alternative,
artificial intelligence (AI) techniques have become increasingly popular in robotics for smart cities and
factories. In this paper, deep learning neural network based on LSTM (Long Short-Term Memory) is
adopted to predict the manipulator inverse dynamics. This study aims to summarize the influence of the
hyper-parameter settings on model performance and to explore the applicability of the LSTM model to joint
torque prediction of multiple degrees of freedom series manipulator. Furthermore, the feasibility of using
only joint position as input data for torque prediction is verified. Simulation result has shown that, for the
proposed deep learning architecture, the effects of the number of maximum epochs on model performance
should be prioritized. The effects of the number of hidden nodes on model performance are limited, while
prediction accuracy will deteriorate as the number of hidden layers increases. It is proved that it is feasible
to predict inverse dynamics when input data is joint position only. The experimental results show that the
training time increases with the increase of hidden layers, neurons and epochs.

INDEX TERMS Smart cities and factories, inverse dynamics, robot, green computing, deep learning, LSTM.

I. INTRODUCTION

Smart city is an intelligent city based on internet of
things, cloud computing and artificial intelligence technol-
ogy. It adopts advanced information technology, analyzes
the trend of the city, makes quick intelligent responses
to urban planning, livelihood policies, social security and
other aspects, and realizes the intelligent management of
the city. At present, there are many urban problems, such
as air pollution, water pollution, garbage pollution, short-
age of resources, traffic jam and so on. These problems
seriously affect people’s life and hinder the development
of the city. To solve these problems, it is necessary to
build smart cities to improve people’s way of life, cre-
ate a beautiful life and environment, and promote urban
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development and innovation. Similar to smart city, smart fac-
tory is composed of many intelligent manufacturing equip-
ments (including control and information systems), namely
several intelligent branches and equipment that is composed
of various intelligent components.

Robots used for smart cities and factories have accom-
plished some easy tasks in structured settings that still require
fences between the robots and human to ensure safety. Ideally,
robots should be able to work side by side with humans,
offering their strength to carry heavy loads while present-
ing no danger. To achieve this objective, it is necessary to
obtain an accurate inverse dynamics model of the robot.
Moreover, inverse dynamics has been a valuable piece of
information for robotic function such as compliance con-
trol, human-robot cooperation, target operation and trajec-
tory planning. But robot dynamics is still difficult to solve
some problems, such as manipulator collision avoidance,
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light manipulator drag teaching, bionic robot balance. The
main reason is that the manipulator inverse dynamics model
is not accurate enough. Specifically, a) the dynamic param-
eters of the robot are inconsistent with the actual physical
parameters. b) the centrifugal force and coriolis force are
ignored to simplify the model. c¢) the mechanism of fric-
tion is still not clear. d) data acquisition and data filtering
errors. With the continuous development of smart city and
smart factory related technologies, another way to solve such
problems is to use machine learning algorithms to model
inverse dynamics [1]. Between 1993 and 2016, there were
some researches that used machine learning methods to solve
the problem of robot inverse dynamics. Chan proposed a
single layer linear network to model the robotic inverse
dynamics [2]. Three-layer neural networks are proposed to
learn the inverse dynamics for flexible manipulator con-
trol [3], [4], [5], [6], [7]. Mori et al. proposed a forward-
propagation learning rule for a neural network to learn an
inverse model of a controlled object [8]. Jiang et al. estab-
lished a dynamic compensator by three-layer neural network
for improving accuracy of the dynamic model with identi-
fied parameters [9]. In [10], [11], [12], three-layer recurrent
neural network is used to perform the inverse dynam-
ics problems. Nguyen-Tuong et al. and Cruz et al. adopted
Gaussian Process Regression method to deal with robot
inverse dynamics [13], [14], [15], [16]. Camoriano et al.
adopted semi-parametric learning method to address this
problem [17], [18], [19]. In such researches, models are
learned directly from data provided by the system’s sen-
sors. Thus, knowledge of the robot’s physical properties
is not required for the derivation of the inverse dynamics
modeling.

Deep learning is a new branch of machine learning, which
is already emerging in smart cities and factories. With the
rapid development of data science, deep learning methods
have been widely used in solving classification and regression
problems. For example, traffic prediction problem [20], [21],
crude oil price, stock and financial prediction [22], [23], [24],
software maintainability metrics prediction [25], skeletal
muscle forces prediction [26], process alarm prediction [27],
indoor temperature prediction [28], video saliency predic-
tion [29], disease prediction [30], aircraft landing speed
prediction [31], air quality prediction [32], building-design
energy prediction [33] and wind speed prediction [34]. Com-
pared with the shallow neural network, the deep learning
neural network can extract the hidden natural structure and
inherent abstract features of data better. Accordingly, the deep
learning methods can be the promising methods in model-
ing manipulator inverse dynamics [35], [36]. Recently, some
deep learning methods, such as the DNN (Deep Neural Net-
work) and LSTM (Long Short Term Memory), have been
applied for establishing the robot inverse dynamics models.
Binyan et al. [37] put forward a DNN based manipulator
inverse dynamics prediction models, and their case stud-
ies verified the proposed model was accurate and stable.
Rueckert et al. [38] put up with the LSTM based model for
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manipulator inverse dynamics prediction, and the proposed
model could obtain satisfactory prediction performance.

Although deep learning has been also applied to some
applications in robot dynamics, there are still many shortcom-
ings. First, the hyper-parameter setting is the key technology
of deep learning model. However, investigations of different
hyper-parameters among those models and comprehensive
comparison studies are rarely reported, especially the manip-
ulator inverse dynamics. Second, the input data used for
learning inverse dynamics of manipulator are joint position,
velocity and acceleration. The joint position sequences of the
joints can be measured directly, and then differentiate them
to obtain the velocity and the acceleration. The noise of the
collected high-frequency data will cause the abrupt change
of the speed and acceleration, which will affect the training
effect. Although low-pass filtering can alleviate the above
problems, the filtering itself will distort the data to some
extent.

Therefore, in this paper, according to the strong abil-
ity of deep learning to address the time series problem of
robotic inverse dynamics, we found that acceptable prediction
accuracy of joint force can be obtained only by using joint
position as input training data. Moreover, we proposed a
deep learning architecture based on LSTM and compared
the effects of different hyper-parameters and different input
data dimensions on the prediction accuracy of the learn-
ing architecture. For case study, we choose Seven-Degree-
of-Freedom Heavy-duty Hydraulic Manipulator to test the
simulation performance. In summary, the goals of this study
are (1) to summarize the influence of the hyper-parameter
settings on LSTM based learning model performance and
give some suggestions of hyper-parameter setting for manip-
ulator inverse dynamics; (2) to verify that acceptable torque
prediction results can be obtained by using only joint posi-
tion as input data. In addition, the current method of opti-
mizing the topological structure of the learning model is
still mainly using the trial-and-error method, which will
lead to excessive time and energy consumption. Moreover,
the notion of green computing and wireless sensor network
technology [39], [40], [41] has become popular given recent
concerns about global climate change and the energy crisis.
Therefore, we adopt green computing, which enables the
computer to turn off unnecessary function modules when
performing repeated network training tasks, to reduce power
consumption. The main contribution of this paper is to give
some suggestions of hyper-parameter setting for manipulator
inverse dynamics and verify that acceptable torque prediction
results can be obtained by using only joint position as input
data. The precise estimation of robotic joint torque in this
paper will play a positive role in its application in smart cities
and factories.

The rest of this paper is organized as follows.
Section 2 details the LSTM network structure and the pro-
posed manipulator inverse dynamics predictive model based
on LSTM. Section 3 describes the simulation evaluation
object, training data source and pre-processing, parameter
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FIGURE 1. Structure diagram for LSTM neural network.

settings of learning model, as well as the evaluation method.
Section 4 presents the simulation results, and compares the
simulation results from three aspects: prediction accuracy,
input data difference and calculation speed. Section 5 con-
cludes the paper with summary and future research prospects.

Il. PROPOSED SCHEME

The sequential nature of manipulator inverse dynamics sug-
gests that, to predict the joint torque, it is important to
model the inter-relationship among sequential data points.
In this section, the LSTM network, an improved variant of
the recurrent neural network (RNN), is proposed as the mod-
eling technique for characterizing the inverse dynamics of
manipulator.

A. LONG SHORT-TERM MEMORY

In recent years, with the continuous development of deep
learning technology, some deep learning models have been
gradually applied to the study of time sequent data. Deep
learning model is a kind of deep neural network model with
multiple nonlinear mapping levels, which can abstract input
signals layer by layer and extract features to dig out deeper
potential laws. In real life, deep learning is used by search
engines to filter content, social media to analyze personal
preferences and make recommendations, and various kinds
of natural language processing that can be carried on smart
devices. The prediction methods used in these successful
deep learning applications can be attributed to a branch of
artificial neural network, known as LSTM recurrent neural
network.

LSTM neural network is one type of recurrent neural net-
work (RNN) with LSTM cells as the hidden layers (As shown
in Figure 1). It is worth noting that LSTM cells are the basic
unit of LSTM neural network, and the schematic diagram of
the unit is shown in Figure 2. The principle of LSTM can be
expressed by the following formulas:

fi = U(Wf[ht—l,xz]T+bf) )
ir = o(Wilh—1, Xt]T + by) (@)
Ci = £ G +is (O anh(Welh—1,x1" +b) ()
or = o(Wolhi—1,x1" +b,) @
hy = o Qtanh(C;) (5)
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FIGURE 2. Structure diagram for LSTM cell.
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FIGURE 3. Proposed deep learning architecture.

The operator (©) is the dot product of two vectors; o (-)
represent sigmoid activation function and tanh(-) represent
hyperbolic tangent activation function. Wy, W;, W, and W,
represent the weight matrix of input and gates in the cell,
respectively. by, b;, b and b, refer to the bias vectors. h is
the output of the cell, and C is introduced as the state of
the cell to store the information of the previous cell. f is the
factor that determines how much the last state C affects the
current cell. x; is input of current time. h;—_; is the output
of last cell. At last, 4, of current cell is calculated with C;
and o;.

B. PROPOSED DEEP LEARNING ARCHITECTURE
In this paper, the proposed architecture of the network has
one input layer, one to three LSTM layers, one full-connected
layer, one dropout layer and one regression output layer,
as shown in Figure 3.

The input layer has 21 neurons (manipulator’s 7 joint
position, 7 velocity and 7 acceleration, as shown in Figure 4)
or 7 neurons (only 7 joint position as shown in Figure 5).

173991



IEEE Access

N. Liu et al.: Modeling and Simulation of Robot Inverse Dynamics

Position I @
- @ Torquel ——p
Velocity 1 @
@ Torque2
Acceleration 1 @
® Torque3l
[ ] °
. ° Al model @® Torque4
Joint 1 Position ° °
. @ Torques Joint 1 Torque
. Position 7 .
° ® Torquesd °
° Velocity 7 () °
@® Torque” °
Acceleration 7 @
21 Inputs Hidden layer 7 Outputs
FIGURE 4. Inverse dynamics learning architecture of manipulator with 21 input data.
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FIGURE 5. Inverse dynamics learning architecture of manipulator with 7 input data.

TABLE 1. Specific settings for the LSTM layers.

Number Number of  Specific architectural
Scheme of layers neurons scheme
Schemel 1 100 LSTM: 100
Scheme2 2 100 LSTM: 66, 34
Scheme3 3 100 LSTM: 58, 28, 14
Scheme4 1 200 LSTM: 200
Scheme5 2 200 LSTM: 133, L67
Scheme6 3 200 LSTM: 114,157,129

There are 1 to 3 layers of LSTM, and the total number of
LSTM neurons is 100 or 200. The specific settings for the
LSTM layers are shown in Table 1. The state activation func-
tions of LSTM cells are set to "tanh’, and the gate activation
functions are set to sigmoid’. Initialize the input weights with
the Glorot initializer. Initialize the forget gate bias with ones
and the remaining biases with zeros. The training algorithm
adopts back-propagation through time.

Sigmoid activation function:

1
oW = ©)
Hyperbolic tangent activation function:
fanh(ry = & ¢ %)
eX e
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The dropout layer is set to 0.2 to avoid overfitting.

The full-connected layer is directly connected to the output
layer and the LSTM layers, which consists of dozens of fully
interconnected neurons, specifically, 25 or 50. Initialize the
weights with the Glorot initializer and initialize the bias with
ZEeros.

The regression output layer has 7 neurons, which are the
torques of 7 joints respectively.

IIl. PERFORMANCE EVALUATION

A. EXPERIMENTAL SETUP

We evaluated the prediction performance and the computa-
tional time for training and generating joint torque predictions
in a dynamics model learning task using Seven-Degree-of-
Freedom Heavy-duty Hydraulic Manipulator. The input data
of Al models are (1) seven joint position, velocity and accel-
eration, that is 3 parameters for each joint and 21 param-
eters in total or (2) just 7 joint position, that is only one
parameters for each joint and 7 parameters in total. The input
data is generated by the step function, which conforms to the
start-stop rule of the joint. The output data are 7 joints torque
calculated by Newton-Euler method. According to the above
rules, we prepared 500 time series as training data, with a total
of 173233 points by sampling (at 50 Hz sampling frequency).
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FIGURE 6. The effect of number of maximum epochs on prediction
accuracy.

All input and output data are normalized to match the
consistency of the learning model. After the prediction of
inverse dynamics, the real value is restored. The normalized
equation is as follows:

X, = Xr — Xmin 8)
Xmax — Xmin

In which, x, represents the normalized value; x, denotes
the real value; and x,,;, and x,,,, are the minimum and max-
imum real values, respectively. To ensure an impartial com-
parison, the input construction was normalized for proposed
LSTM model.

To illustrate the strengths and weaknesses of the pro-
posed LSTM learning model, different parameterizations are
used for training and prediction. Specifically, four maximum
epochs numbers are tested, i.e., 50, 100, 150, and 200, in com-
bination with different numbers of hidden nodes, i.e., 100 and
200 and different numbers of hidden layers, i.e., 1, 2 and 3.

In addition, the solver adopts adam optimization algorithm,
and the learning rate is 0.005, dropout value is 0.2, and
L2Regulation value is 0.01. Specific parameter configura-
tions are described in the results section. Due to the influence
of above optimized hyper-parameters on the prediction effect
of different network architectures is relatively fixed, that
is, it does not change with the number of network layers,
the number of neurons and the number of epochs, the hyper-
parameters are given directly without comparison.

The performance of manipulator inverse dynamics predic-
tions is evaluated by root mean square error (RMSE), which
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is defined as follows.

1
Ruse = L3 -y ©

In which, p; and y; represent the i-th predicted value and
real value, respectively. N is the total number of the data.

B. RESULTS
The training and prediction in this paper were performed
with MATLAB 2019a, using ordinary personal computer.
Computer hardware has a high influence on training time. For
this paper, the models are trained on a CPU with a clock speed
of 2.7 GHz

We compared the predicted joint torque of the robot with
the simulation results based on different hyper-parameters
of LSTM neural network. First, our results show that the
three key hyper-parameters that affect the prediction accuracy
are the number of hidden layers, number of neurons and
number of maximum epochs. Furthermore, the increase of the
maximum number of epochs can significantly improve the
simulation accuracy, as shown in Figure 6 (this figure illus-
trates the influence of epochs number on the prediction accu-
racy of robot joint torque under different LSTM layers and
different number of neurons. For example, “LSTM: 100”
in the figure means that only one layer of LSTM is used
and that the neuron number of the layer is 100; “LSTM:
66, 34 means that two layers of LSTM are used and that
the first layer has 66 LSTM cells and the second layer has
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TABLE 2. Simulation results (RMSE) of different hyper-parameters and different input data.

position q, velocity g, acceleration g position q

E=50 E=100 E=150 E=200 E=50 E=100 E=150 E=200
LSTM: 100 0.0466 0.0384 0.0356 0.0348 0.0726 0.0684 0.0676 0.0659
LSTM: 66, 34 0.0471 0.0398 0.0363 0.0351 0.0734 0.0713 0.0678 0.0666
LSTM: 58, 28, 14 0.0544 0.0423 0.0372 0.0341 0.0755 0.0713 0.0685 0.0679
LSTM: 200 0.0435 0.0379 0.0319 0.0282 0.0723 0.0672 0.0664 0.0644
LSTM: 133, L67 0.0456 0.0392 0.0335 0.0307 0.0726 0.0690 0.0679 0.0641
LSTM: 114, L57, L.29 0.0474 0.0381 0.0354 0.0334 0.0755 0.0683 0.0685 0.0662

Description: this table illustrates the torque prediction results under different hyper-parameters, different input data and different network architectures.

For example, the first torque prediction result "0.0466" is in such cases: the input data for is “position , velocity , acceleration ”, maximum epochs is 50,

the network architecture is "LSTM: 100".
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—8—Node=100, E=50
0.050 @-Node=100, E=100
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FIGURE 8. The effect of number of hidden layers on prediction accuracy.

34 LSTM cells). Increasing the number of neurons can also
improve the simulation accuracy, but the effect is not obvious,
as shown in Figure 7 (this figure illustrates the influence
of the number of neurons on the prediction accuracy of
robot joint torque under different epochs number conditions.
For example, “E: 50” in the figure means that the wpochs
number is 50; “E: 100” means that the Epochs number is
100). It should also be noted that increasing the number of
hidden layers in the neural network will reduce the predic-
tion accuracy, as shown in Figure 8 (this figure illustrates
the influence of LSTM layer number on the prediction
accuracy of robot joint torque under different neuron number
and epochs number conditions. For example, ‘“Node=100,
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FIGURE 9. The effect of number of hidden layers on training time.

E=50" in the figure indicates that the number of neurons
is 100 and the number of epochs is 50; The ‘“Node=200,
E=150" in the figure indicates that the number of neurons
is 200 and the number of epochs is 150).

On the other hand, the predictive performance of all our
simulation is shown in Table 2 and Table 3. The calculation
results show that the best RMSE value obtained by the pro-
posed LSTM model is 0.0282 in condition that the input data
are position, velocity, acceleration. For the input data only
position is 0.0641. Although the prediction accuracy of using
only position as input data is lower than that of using position,
velocity and acceleration at the same time, the calculation
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TABLE 3. Simulation results (Time/s) of different hyper-parameters and different input data.

position q, velocity g, acceleration § position q
E=50 E=100 E=150 E=200 E=50 E=100 E=150 E=200

LSTM: 100 262 532 806 1098 236 475 745 989

LSTM: 66, 34 325 657 977 1349 292 591 897 1214
LSTM: 58, 28, 14 311 628 952 1269 322 649 979 1320
LSTM: 200 485 989 1485 2012 465 937 1426 1915
LSTM: 133, L67 548 1123 1696 2290 580 1180 1767 2400
LSTM: 114, L57, L29 568 1141 1750 2359 608 1240 1860 2493

Description: this table illustrates the torque prediction time consumption under different hyper-parameters, different input data and different network

architectures. For example, the first torque prediction time consumption "262" is in such cases: the input data for is “position , velocity , acceleration ”,

maximum epochs is 50, the network architecture is "LSTM: 100".c
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w
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E g
[
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£ )
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(b) Input: q

FIGURE 10. The effect of number of neurons on training time.

of joint velocity and acceleration is omitted and the predic-
tion performance is acceptable. In addition to the simulation
accuracy, the calculation speed is also an important index
to evaluate the performance of a learning model. In this
paper, the time consumption is used as an evaluation index
to compare the calculation speed of the different hyper-
parameter settings and different input dataset. The simulation
results show that there are significant differences in the cal-
culation speed among the different hyper-parameter settings.
However, different input data has little effect on training
speed. In general, the training time consumption increases
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FIGURE 11. The effect of number of maximum epochs on training time.

with the number of hidden layers (Figure 9), the number of
neurons (Figure 10) and the number of epochs (Figure 11).
Specifically, Figure 9 illustrates the influence of LSTM layer
number on the training time under different neuron number
and Epochs number conditions. For example, “Node=100,
E=50" in the figure indicates that the number of neurons
is 100 and the number of Epochs is 50; The ‘“Node=200,
E=150" in the figure indicates that the number of neurons is
200 and the number of Epochs is 150. Figure 10 illustrates the
influence of the number of neurons on the training time under
different epochs number conditions. For example, “E: 50”
in the figure means that the Epochs number is 50;“E: 100”
means that the Epochs number is 100. Figure 11 illustrates
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the influence of epochs number on the training time under
different LSTM layers and different number of neurons. For
example, “LSTM: 100” in the figure means that only one
layer of LSTM is used, and the neuron number of the layer
is 100; “LSTM: 66, 34 means that two layers of LSTM are
used. The first layer has 66 LSTM cells and the second layer
has 34 LSTM cells.)

IV. CONCLUSION

The accuracy of inverse dynamics prediction is very impor-
tant for robot control for smart cities and factories. At present,
according to the theoretical basis of the model, manipulator
inverse dynamics models are divided into two main cate-
gories: models based on physical concepts and Al models
techniques. However, in practice, the inverse dynamics is
affected by many uncertain factors, such as flexibility of
connecting rods and joints, joint clearance and friction, etc.,
which limits the application of physical models. Al models,
or data-driven models, are able to autonomously learn the
uncertain factors from the actual data of manipulator.

With the development of smart cities and factories tech-
nology, the applications of machine learning, especially deep
learning, have also expanded. This paper proposed a deep
learning model architecture based on LSTM to predict the
manipulator inverse dynamics. Detailed discussion and rec-
ommendation are made with respect to the process of model
parameter settings, simulation performances, and applica-
tions under different input data. The main conclusions are as
follows: with respect to parameter setting, our results show
the effects of the number of maximum epochs on model
performance should be prioritized. The effects of the number
of hidden nodes on model performance are limited. While
increasing the number of hidden layers in the neural network
will reduce the prediction accuracy. Meanwhile, in the pro-
cess of model construction, due to differences in data volume
and structure, model parameters have a different influence
on model performance. Therefore, we suggest that the model
should be repeatedly trained before practical application to
determine the optimal parameters and ensure the prediction
ability of the model. Using the LSTM-based deep learning
model proposed in this paper, joint torque prediction can
not only use the joint position, velocity and acceleration
of the manipulator, but also only use the joint position as
input data. Although the prediction accuracy of using only
position as input data is lower than that of using position,
velocity and acceleration at the same time, the calculation of
joint velocity and acceleration is omitted and the prediction
performance is acceptable. The limitation of this work is that
the torque prediction precision is not good enough only using
joint position as input data. Therefore, in the future, further
research can be carried out on this problem. The training
time consumption of the proposed learning model increases
with the number of hidden layers, the number of neurons
and the number of epochs. Although increasing the number
of epochs will increase the training time, it is necessary.
Therefore, we suggest that the maximum number of epochs
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should be as large as possible to ensure the accuracy of joint
torque prediction. While increasing the number of neurons is
not very obvious for improving the accuracy of joint torque
prediction, but the training time increases a lot. Therefore,
it is not recommended to use too many neurons to improve
the prediction accuracy.
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